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摘  要 

呼吸道流行传染病的传播过程受到人口流动、社会接触模式和防控措施等多方面的影响。基于传染病动

力学模型在观测数据有限的情况下，难以准确刻画疫情的传播机制。为此，本文构建了一种融合物理信

息神经网络和传染病动力学模型的分析框架DNN-PINN-SIR，通过将传染病传播机理以微分方程残差形

式嵌入神经网络训练过程，在有限的观测数据下，可靠地辨识了疫情的传播动态并精准识别时变传播参

数。在南京市2021年呼吸道传染病区域性暴发的实证分析中，所提出的DNN-PINN-SIR模型较常参数SIR
模型在拟合精度与动力学解释能力方面均表现出更优性能，能够揭示传播率、有效再生数等核心指标的

阶段性演化规律，为传染病传播动力学的定量分析与防控措施效果评估提供了一种新的建模思路。 
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Abstract 
Respiratory epidemic transmission is shaped by multiple factors, including population mobility, 
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social contact patterns, and intervention measures. However, when observational data are limited, 
conventional infectious-disease dynamical models often struggle to accurately capture the underly-
ing transmission mechanisms. To address this issue, this paper develops an integrated framework, 
DNN-PINN-SIR, that combines physics-informed neural networks with infectious-disease dynamics. 
By embedding the transmission mechanism into the neural network training process in the form of 
differential-equation residuals, the proposed approach can reliably reconstruct transmission dy-
namics and accurately identify time-varying transmission parameters from sparse observations. In 
an empirical analysis of a regional respiratory infectious-disease outbreak in Nanjing in 2021, the 
proposed DNN-PINN-SIR model outperforms the constant-parameter SIR model in both fitting accu-
racy and dynamical interpretability, revealing the stage-wise evolution of key indicators such as the 
transmission rate and the effective reproduction number. This work provides a new modeling ap-
proach for quantitative analysis of infectious disease transmission dynamics and for evaluating the 
effectiveness of intervention measures. 
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Dynamics, DNN-PINN-SIR 
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1. 引言 

2019 年底暴发的呼吸道流行传染病迅速传播至全球，对人类健康与社会运行造成了前所未有的冲击

[1] [2]。疫情不仅对医疗资源和公共卫生体系提出了巨大挑战，也对社会经济发展和政策决策产生了深远

影响。在此背景下，如何准确刻画疫情传播机制、预测疫情发展趋势以及评估防控策略的有效性，成为

流行病学与数理建模领域的重要课题。 
在诸多方法中，基于常微分方程的传染病动力学模型因其结构清晰、可解释性强，被广泛应用于疾

病传播研究和防控决策中。自 Kermack 与 McKendrick [3]提出 SIR 模型以来，大量扩展模型被提出，如

考虑潜伏期的 SEIR 模型、引入隔离人群或住院人群的多群体模型[4] [5]。这些模型能够揭示疾病在人群

中的演化规律，并通过参数估计方法对传播率、恢复率等关键参数进行量化，从而在公共卫生干预中发

挥了重要作用[6]。 
然而，将上述动力学模型直接用于现实疫情分析仍面临若干挑战。数据稀缺性会导致参数识别困难，

传统建模往往假定可以获得潜伏者、感染者、康复者等多类群体的时间序列数据，而在实际防控中，受

限于检测能力、报告口径与社会条件，长期稳定可得的数据通常只有每日新增确诊和累计确诊病例[7] [8]。
在观测量极为有限的情况下，模型参数之间容易出现可辨识性不清晰，传播率、恢复率等关键参数难以

被唯一识别，从而削弱了模型的预测能力和政策指导价值。时变参数估计具有较高复杂性，防控措施调

整、病毒变异以及人群行为改变会显著影响传播动力学特征，需要模型能够刻画传播率等参数随时间的

动态变化。在观测数据有限且噪声较大的条件下，对时变参数进行稳定、精确的反演尤为困难。模型可

解释性与机器学习方法之间存在矛盾。深度学习模型虽然在拟合能力上具有明显优势，但其“黑箱”特

性较强，可解释性相对传统机理模型偏低，在公共卫生领域的接受度和推广应用因此受到一定限制。 
近年来，物理信息神经网络(Physics-Informed Neural Networks, PINNs)为应对“小样本、高不确定性”
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的建模难题提供了新途径。PINN 的核心思想是将动力学方程残差直接融入损失函数，使神经网络在拟合

有限观测数据的同时，也尽可能满足机理模型所描述的动力学约束[9] [10]。该框架由 Raissi 等[11]首先提

出，并已在流体力学、材料科学和生物系统等领域得到广泛应用。随着研究的深入，PINN 逐渐被引入传

染病动力学建模。Subramanian 等[12]利用 PINN 对 SIR 模型进行反演，在有限病例数据下恢复了传播率

的时变规律；Yang 与 Karniadakis [13]则在 COVID-19 场景中展示了 PINN 在数据稀缺条件下对关键参数

的有效估计。尽管如此，多数现有工作仍依赖多类观测量(如确诊、康复与死亡人数等)，并常将模型参数

视为常数或简单分段常数[14] [15]，对单一数据源下的参数识别和复杂时变过程的刻画仍显不足。 
针对上述问题，本文在经典 SIR 模型的基础上提出了一种融合 PINN 的传染病动力学参数估计新框

架(DNN-PINN-SIR)。该方法仅以每日新增和累计确诊病例为观测量，将 SIR 动力学方程的残差显式嵌入

神经网络的训练过程，在保持物理一致性的前提下，实现了对系统隐含状态轨迹以及时变传染率以及常

数恢复率的联合估计。通过在损失函数中引入方程约束，该方法一方面有效缓解了数据稀缺导致的参数

识别不适定问题，另一方面将传播率和恢复率等关键参数建模为时间函数，更加贴切地反映了防控措施

与社会行为变化对传播过程的动态影响。同时，相较于纯“黑箱”的机器学习方法，本框架以内生的 SIR
机理模型为基础，因而保留了良好的模型可解释性。 

本文的主要工作和章节安排如下：第二节介绍所提出模型的构建及 PINN 网络结构，第三节给出基

于南京疫情数据的数值实验过程与结果分析，第四节总结全文并展望后续研究方向。 

2. 融合物理信息神经网络的呼吸道流行传染病传播动力学建模 

2.1. SIR 动力学模型 

设研究总人口规模为 N，将人群划分为三个舱室：易感者 ( )S t 、感染者 ( )I t 、康复者 ( )R t ，并进一

步引入累计感染量 ( )cumI t ，用于刻画累计感染规模。因本次疫情持续时间较短，模型中忽略出生、自然

死亡和其他人口的迁入迁出，总人口在整个研究时段内保持恒定： 
 ( ) ( ) ( ) ( ) ( ) ( )0 0 0N S I R S t I t R t= + + = + +  (2.1) 

动力学模型如下： 
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其中 ( )tβ 为随时间变化的传染率， cumI 表示从疫情开始累计感染人数。在离散观测时刻{ } 0

T
k k

t
=
模型给出

的理论新增病例数可表示为 
 ( ) ( ) ( )1 , 1,2,3, ,new k cum k cum kI t I t I t k T−= − = 

 (2.3) 

在模型中，有效再生数定义为 

 ( ) ( ) ( )
t

t S t
R t

N
β

γ
=  (2.4) 

表示在时刻 t 的实际防控和易感人群水平下，一名感染者在其感染期内平均能够造成的二代病例数。 
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2.2. DNN-PINN-SIR 网络架构 

为了在观测数据相对稀缺的条件下同时重建 SIR 模型的状态轨迹并估计其时间依赖的参数，本文构

建了由“状态子网络”和“参数子网络”组成的 DNN-PINN-SIR (Daily New Cases-SIR-PINN)框架，并通

过自动微分将 SIR 模型的微分方程显式嵌入损失函数，从而对模型训练过程施加物理约束。设研究时间

区间为 [ ]0,T ，以时间 t 为唯一输入，构造两个相互独立的前馈神经网络：状态子网络和参数子网络。 
状态子网络的输出对应模型中的所有状态变量，用于对观测数据进行拟合，并通过自动微分进入ODE

残差项，记为 

 ( ) ( ) ( ) ( ) ( ) ( )( ); , , ,NN NN NN NN NN
U cumU t U t S t I t R t I t= Θ =  (2.5) 

参数子网络用于识别时变传播率 ( )tβ ，其输出进入 ODE 系统中，记为 

 ( ) ( );NNt t ββ β= Θ  (2.6) 

其中 ( ),U βΘ Θ 是由网络的权重和偏置构成的参数集合。 
 

 
Figure 1. Architecture of the DNN-PINN-SIR network. 
图 1. DNN-PINN-SIR 网络结构图 

 
在 DNN-PINN-SIR 框架中(图 1)，我们将损失函数划分为三部分组成：初值约束损失、数据拟合损失

和物理残差损失： 
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 total IC data odeLoss Loss Loss Loss= + +  (2.7) 

为了保证系统初值的准确性，我们利用归一化后的初始状态向量 ( )0U 对神经网络在 0t = 时刻的输出施

加约束。初值约束损失定义如下： 

 
( ) ( )( ) ( ) ( )( ) ( ) ( )( )

( ) ( )( )

2 2 2

2

0 0 0 0 0 0

0 0

true true true
IC

true
cum cum

Loss S S I I R R

I I

= − + − + −

+ −
 (2.8) 

其中， ( ) ( ) ( ) ( )0 , 0 , 0 , 0true true true true
cumS I R I 代表各仓室的初始值。 

数据拟合部分包括对每日新增病例与累计确诊病例的拟合。记神经网络在时刻 kt 输出的累计感染人

数为 ( )NN
cum kI t ，则由神经网络输出得到的新增病例数为  

 ( ) ( ) ( )1 , 1NN NN NN
new k cum k cum kI t I t I t k−= − ≥  (2.9) 

在给定的观测时间节点{ } 1
dN

k k
t

=
上，我们希望网络输出尽可能逼近真实数据。数据拟合损失定义如下： 

 ( ) ( ) ( ) ( )
2 2

1 1

1 1d dN N
NN NN

data new new k new k cum cum k cum k
k kd d

Loss I t I t I t I t
N N

ω ω
= =

= − + −∑ ∑  (2.10) 

其中 newω 和 cumω 为权重系数，用于平衡两类数据在损失中的贡献。 
为将动力学模型信息显式嵌入神经网络，我们要求神经网络在时间节点 { } 1

fN
k k

t
=
上尽量满足给定的

ODE 系统，物理残差损失定义如下： 

 ( )
4 2

1 1

1 fN

ode i k
i kf

Loss L t
N = =

= ∑∑  (2.11) 

其中 ( )i kL t 为第 i 个方程在时刻 kt 的残差： 

 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

1

2

3

4

d
d

d
d

d
d

d
d

NN NN NN NN
k k k

k

NN NN NN NN
k k k NN NN

k k

NN
k NN NN

k k

NN NN NN NN
cum k k k

k

S t S t I t
L t

t N
I t S t I t

L t I t
t N

R t
L t I t

t
I t S t I t

L t
t N

β

β
γ

γ

β

= +

= − +

= −

= −

 (2.12) 

3. 数值实验与结果分析 

本章利用南京 2021 年 7 月呼吸道传染病区域性暴发为例对所提出的 DNN-PINN-SIR 模型进行数值

验证和性能评估。DNN-PINN-SIR 中神经网络结构与 BP 神经网络基本一致，包括输入层、隐藏层和输出

层。具体相关超参数设置见表 1，各仓室初始值见表 2。 
 

Table 1. Hyperparameter values of the DNN-PINN-SIR network architecture 
表 1. DNN-PINN-SIR 网络结构超参数取值 

参数 
( )U t 神经 

网络深度 
( )U t 神经 

网络宽度 
( )tβ 神经 

网络深度 
( )tβ 神经 

网络深度 
迭代次数 学习率 

取值 5 32 3 64 1 × 106 0.001 
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Table 2. Parameter ranges and initial values for each compartment of the DNN-PINN-SIR model 
表 2. DNN-PINN-SIR 参数范围及各仓室初始值 

参数 ( )tβ  γ  N  ( )0S  ( )0I  ( )0R  

含义 时变传染率 恢复率 总人口 易感者 
初始值 

感染者 
初始值 

康复者 
初始值 

取值 图 6 0.1 9,314,685 9,314,676 9 0 

3.1. 南京市 2021 年 7 月-8 月呼吸道传染病区域性暴发及相关数据 

本文以南京市 2021 年 7 月 20 日暴发的呼吸道传染病为研究对象，所用数据来自南京市卫生健康委

员会发布的官方疫情通报[16]。根据通报信息整理得到连续 24 天的每日新增确诊病例数及其对应的累计

确诊病例数，记为观测序列 

 ( ){ } ( ){ }
0 0
, , 24

T Tdata data
new k cum kk k

I t I t T
= =

=  (3-1) 

分别为每日新增与累计确诊观测序列(图 2)。 
 

 
Figure 2. Observed data of respiratory infectious diseases in Nanjing from July 20 to August 12, 2021 
图 2. 2021 年 7 月 20 日至 8 月 12 日南京市呼吸道传染病的实际数据 

3.2 损失历史与收敛性 

通过最小化损失函数，可以优化神经网络中的全部可训练参数。训练过程中采用“两阶段”优化策

略：首先使用自适应学习率算法 Adam [17]进行预训练，以获得较为理想的参数初值；在此基础上进一步

引入高精度二阶拟牛顿优化器 L-BFGS-B [18]对网络进行精细化调优。该策略综合了两类优化算法的优

点：Adam 对初始值相对不敏感、对学习率和初始参数的选取不敏感，但单独使用时收敛到高精度解的速

度有限；而 L-BFGS-B 在已有较好初始点的条件下收敛速度更快、可达到更高的优化精度。网络权重参

数采用 Xavier 随机初始化方案。 
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在具体训练过程中，当总损失降至预设阈值以下或迭代次数达到设定上限时终止迭代。图 3 给出了

总损失及各组成部分随迭代步数变化的曲线。可以观察到，各项损失整体呈单调下降并最终趋于平稳，

说明所采用的训练策略具有良好的收敛性和数值稳定性。 
 

 
Figure 3. Evolution of the loss terms during training of the DNN-PINN-
SIR model as a function of the iteration steps (Total loss denotes the 
overall loss; Loss U0, Loss U, and Loss F correspond to the losses of 
the initial-condition constraint, the data-fitting term, and the physics-
informed constraint term, respectively) 
图 3. DNN-PINN-SIR 模型训练过程中各项损失随迭代步数的变化

情况(Total loss 表示总损失，Loss U0、Loss U 和 Loss F 分别对应

初始条件约束、观测数据拟合项和物理约束项的损失) 

3.3. 最小二乘法与 DNN-PINN-SIR 的拟合结果对比 

鉴于本文仅使用每日新增与累计确诊两类观测数据量且研究窗口较短，若同时将传播率 ( )tβ 与恢复

率 ( )tγ 设为时变函数，容易产生较强的参数相关性并降低可辨识性。为缓解该不适定问题并保持训练稳

定性，本文将恢复率 γ 近似为常数。 
假设时变传播率为常数，因本轮南京疫情的康复天数为 10 天，所以两种方法中的恢复率 γ 均设为 0.1。

通过采用传统最小二乘法对传播率进行分阶段拟合，拟合结果估计得到的每日新增确诊人数和累计确诊

人数如图 4 所示。对比发现传统最小二乘法所估计得到的常数传播率无法精准地刻画疫情的传播状态，

对于疫情感染峰值等时间点无法精确捕捉。 
在 DNN-PINN-SIR 模型中，各项损失函数中的权重占比均为 1。图 5 显示了南京疫情数据中每日新

增确诊病例曲线及 DNN-PINN-SIR 模型的拟合结果。从图 5(a)可以看出，模型模拟得到的日新增病例轨

迹与观测数据整体吻合较好：一方面，模型较准确地捕捉到了疫情暴发初期新增病例曲线的单峰形态及

峰值出现时间；另一方面，在疫情后期回落阶段，模型给出的下降趋势平滑、幅度合理。仅在个别病例

数较少、数据波动较明显的早期时段，模型存在轻微的高估或低估，但偏差幅度较小，对整体传播趋势

的判断影响有限。图 5(b)给出了累计确诊病例的观测数据和模型拟合曲线。可以看到，相比新增病例数

据，累计确诊曲线与模型结果的重合程度更高，除疫情初期存在极小偏差外，整个研究时段两条曲线几

乎完全重合。这表明 DNN-PINN-SIR 模型在累积感染规模的刻画方面具有较高精度，能够较为真实地再

现本轮疫情的整体传播过程。 
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(a)                                                (b) 

Figure 4. Comparison between the observed data and the piecewise least-squares fitting results for daily new and cumulative 
confirmed cases. (a) daily new confirmed cases; (b) cumulative confirmed cases 
图 4. 每日新增与累计确诊病例的观测数据及使用最小二乘法分阶段拟合结果对比。(a) 每日新增确诊病例；(b) 累
计确诊病例 

 

 
(a)                                                (b) 

Figure 5. Comparison between the observed data and the DNN-PINN-SIR model fitting results for daily new and cumulative 
confirmed cases. (a) daily new confirmed cases; (b) cumulative confirmed cases 
图 5. 每日新增与累计确诊病例的观测数据及 DNN-PINN-SIR 模型拟合结果对比。(a) 每日新增确诊病例；(b) 累计

确诊病例 

 
图 6 给出了基于 DNN-PINN-SIR 模型识别得到的时变传染率 ( )tβ 的估计结果。从图中可以看出，疫

情暴发初期 ( )tβ 处于较高水平，说明人群接触频繁、传播风险较高。随后， ( )tβ 在数日内迅速下降，并

在 7 月下旬至 8 月上旬呈现出明显的阶梯式衰减趋势，最终趋近于一个较低且稳定的水平。 
整体来看， ( )tβ 的变化过程与日新增病例数的演化高度一致：传播率的快速下降对应了新增病例在

实施病例隔离、密接追踪和社会面管控等防控措施后出现的明显回落，反映出相关干预在抑制实际有效

传播率方面发挥了显著作用。说明基于 DNN-PINN-SIR 得到的时变传染率能够合理刻画本轮疫情不同时

段的传播强度变化，为评估防控措施效果提供了定量依据。 
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Figure 6. Time-varying transmission rate ( )tβ  identified by the 
DNN-PINN-SIR model over time 
图 6. DNN-PINN-SIR 模型识别得到的时变传染率 ( )tβ 随时间的

变化曲线 
 
图 7 给出了本次疫情的有效再生数 tR 随时间的变化轨迹。可以看到，2021 年 7 月 21 日左右 tR 达到

约 7.3 的峰值，表明疫情暴发初期传染性极强，单个感染者在其感染期内平均可引起多例继发感染，疫情

处于快速扩增阶段。此后， tR 随时间明显下降，并于 7 月 31 日首次降至 1 以下，标志着本轮疫情由扩

张阶段转入相对受控阶段，新发病例的增长动力开始减弱。 
 

 
Figure 7. Temporal evolution of the effective reproduction number, 

tR , computed from the identified time-varying transmission rate 

( )tβ  and the susceptible population size; the dashed line indicates the 

critical threshold 1tR =  
图 7. 基于识别得到的 ( )tβ 及易感人群规模计算的有效再生数 tR

随时间的变化曲线，其中虚线表示临界水平 1tR =   
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在 7 月底以后， tR 始终维持在 1 以下，说明在持续防控措施作用下，病毒传播链条被有效压缩，疫

情整体进入衰减过程。由此可见，基于模型估计得到的有效再生数不仅刻画了疫情从暴发到受控再到消

退的阶段性演化特征，也从传播动力学角度印证了各项防控措施的实际干预效果。 

3.4. ODE 反演验证 

为进一步检验 DNN-PINN-SIR 所估计参数的物理一致性和泛化能力，本节将识别得到的时变传染率

( )tβ 代入 SIR 动力学模型中，得到相应的状态轨迹和预测新增病例曲线。图 8 给出了由 SIR 方程前向模

拟得到的每日新增确诊病例曲线与观测数据的对比情况。 
 

 
Figure 8. Comparison between the observed daily new confirmed 
cases and the trajectories obtained by solving the SIR equations with 
the identified time-varying parameters ( )tβ  

图 8. 利用识别得到的时变参数 ( )tβ 代入 SIR 方程得到的每日新

增确诊病例轨迹与观测数据的对比 
 
从图 8 可以看出，ODE 模拟得到的新增确诊病例在峰值大小、峰值出现时间以及后续衰减趋势上均

与真实数据高度一致，仅在个别日期存在小幅偏差。总体而言，两条曲线在整个研究时段内拟合良好，

表明 DNN-PINN-SIR 识别出的 ( )tβ 不仅在神经网络内部能够有效拟合观测数据，而且在作为参数代入独

立的 SIR 方程进行求解时，同样能够再现实际疫情的传播过程。由此说明，所估计的时变参数与机理模

型之间具有良好的一致性，模型具有较强的物理可解释性和外推能力。  

4. 结论与展望 

本文针对仅掌握每日新增与累计确诊病例、且观测时长较短的呼吸道流行传染病场景，构建了一种

融合物理信息神经网络(PINN)的传播动力学分析框架。该方法以每日新增确诊病例为主要观测量，将 SIR
模型的常微分方程残差显式嵌入深度神经网络的损失函数中，在有限样本条件下同时实现对隐含状态轨

迹以及时变传染率 ( )tβ 的估计。 
基于南京市某轮呼吸道流行传染病的实证分析表明：在仅有约 24 个观测点的小样本条件下，所提出

的 PINN 模型仍能对每日新增和累计确诊曲线给出高精度拟合。相对比传统最小二乘法估计得到的接触

传染率结果，DNN-PINN-SIR 模型识别得到的 ( )tβ 与时间序列具有清晰且合理的演化规律，能够反映防
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控措施升级、社会接触模式变化等外部因素对传播动力学的影响，为疫情扩散过程的定量解析提供了新

的视角和工具。将 PINN 反演得到的参数代回 SIR 方程并进行 ODE 数值求解，其得到的解与 PINN 直接

输出的状态轨迹高度一致，说明估计参数与机理模型之间具有良好的自洽性。 
未来工作可从以下几个方向进一步拓展。模型结构拓展：将当前框架推广至更复杂的多群体或年龄

分层模型，引入无症状感染者、住院者等多个舱室，以更精细地刻画现实疫情传播过程。结合人群流动、

核酸检测、接触追踪等多源异质数据，构建多模态 PINN 模型，以提升参数估计精度和中长期预测能力。

将该框架应用于其他新发或再发传染病的早期暴发情形，为“数据稀缺但决策紧迫”的公共卫生场景提

供具有通用性的建模与分析工具。 
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