Advances in Applied Mathematics N353 f&, 2026, 15(2), 281-292 Hans X
Published Online February 2026 in Hans. https://www.hanspub.org/journal/aam
https://doi.org/10.12677/aam.2026.152069

— B AR = T S ETE RS
fiit

HEE, PR
U SN £ P U ol AT

ks Hi: 20264F1H10H; FHBE®: 20264F2H4H; KA HM: 2026424 10H

HE

EXRABA T —NEEHLARLRERE — A BAEE, ESHMAETTE, SHWRTRESHNXR
AFRfE B SRMRME TR, HETRDZRETEE—PIANZRLBRTTE, WETEEFHIER
KIBRKRERURMGTHE. &5, BEHRELE, EAAFAR. SERESHERERNFT, SaHR
T BRI IERA RAEA YRR, ARBN SRR RER A T EFEE AT TR EERSE.
X 5in

BENMLARS, —TEEIERA, SHfhit, RRERLURTTE

Parameter Estimation for the First-Order
Random Coefficient Integer-Valued
Binomial Autoregressive Model

Zhifei Chen, Feilong Lu

College of Science, University of Science and Technology Liaoning, Anshan Liaoning

Received: January 10, 2026; accepted: February 4, 2026; published: February 10, 2026

Abstract

This paper systematically studies the first-order random coefficient integer-valued binomial auto-
regressive model. In parameter estimation, it constructs the conditional least squares estimator
and the quasi-likelihood estimator for the model parameters, and further introduces an empirical
likelihood method based on the least squares estimator to construct the maximum empirical likeli-
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hood estimator with auxiliary information. Finally, through simulation experiments under different
sample sizes, parameter settings, and data generating mechanisms, it comprehensively compares
the finite-sample performance of the above estimation methods, providing more estimation tools
and theoretical references for modeling discrete time series data.
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1. 58

TETHRAT EWG - 5w AN, TR )R A A B B S SR
BUE AR OB, HLF 5 S840 SB35 10 A DG o A 40 32 S R (1) e e 75 TR MBS s i i 482 HL AR M IE
oA, MELLEESE M T IR B BEIE . ik McKenzie [1]. Al-Osh A Alzaid [2]#& H 7 % %4l H [\ )9
(Integer-Valued Autoregressive, INAR)EAY . HAZ O AE T 51 N T HH Steutel F11 van Harn [3]4 tH i) — 50 5 5.
THERNEG HREE TR E B E, FHARSE WEIR [4]. BATE, HT “o” & LA:

a@oX =3B, (1)

Hrh, ae[01), X NIEFBBUHBNLALR, (B} & —FIMALF A (id) MAS R AR R, e
P(B =1)=a. JFHS5S X 3w, K1, bRl —B B E 51 H [A)4(First-order Integer-Valued Binomial
Autoregressive, BAR(L))H o &M e WA, % HAR N AT LS Weil [5], XFEE 72 [H
JRPER B TESERRR A, VR 2 T80T 51 10 B A A 52 2R 00 21 1 A8 DR 25 e, 5 B4Rl 5k
o W REBE [A] R AEBE LI B o B 22 BB 2R HfE A Z1 e 3 e 78 9 S S M 5 0 FE S O S O T S Y
)RG5 HER AE 71, WETE K BENL R B EAR SN INAR FEZE, BB o A 52— NPk
BENLEFE, MT1E 2] — BNl R ECEEUE 30 [ [ 3 (First-order Random Coefficient Integer-Valued Bino-
mial Autoregressive, RCBAR(L))EH . ZJH Ay Zheng 25 \[6142H, o vr A Bl R B BE I (8] BEAL S ),
RETE R I A B T BT P e s SRR SR R AFIE. EAR RCBAR(L)ER T H— i, (HILGE it
G 5E 2Pkl . AT CHPPERT TARE B IF R J& 1 Bl v 78, EEE L N AR Bk, AH
T INEEA RFEA TR = R LR Hk, 3 — RO E T, R s . EAadd
PSRRI &S, CAPFFETHEEA R B A L] T AR OGE AR 2

AL EER T RCBAR(IERY, 1 2ush th T A (AL, fESBUGTH7TH, $et T % —3fe
SRR, 5] AL ISR (Empirical Likelihood, EL) J7i%, E& AT 2% Owen [7]-[9]- Qin il Lawless
[10], T Chuang F1 Chan [11], L& Chan il Ling [12]K£R 300K ik N T H MRS A SOy 1]
RS H G B R RSB THE, ZINEARIIL S A HEA HE#Ie . &5, £% Zhang
[13]#1 Yang [14]i8 i BB FE LI T & vh B AEAN R 37 50T A IRAEAR LI .

AR IS Z AN 58 A IR AR R W I VR B AE T 28 =198 — iR =Fh
T ERMIE T BT BRI TSRS Ry BT RO E AR AT 1)
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2. RCBAR(\)ERE EX REX MR

RCBAR(L)BE A LA R A2 X+
thatoxt_l+ﬂt0(n—xt_l), t>1 2

e, (@, B)} R B T (0,2)x(0,1) FMIM L 4045 — BV REFESI. HL (aq, 4,) BTt I 2145 H
M T S EATRITH U S ARG E X, #RM AN, X 2 E(xg) <o, [N (a,B)BETAE
MR ST B 7 SEARAS P B { X, s <t} A EARAL
H7(2) E S RCBAR(L) A& — M FRUIRAS 23 18] A5 0 5 /R ] K. K0T Zheng [6] IR (4), 3L
—PHEBMRAA N EA:
P = P(Xt =k| X, 1=|)

min(k,l)

= 2 ){j]( jHozt ) A (L-8)" AR, , >0,

j:max(O,k+I—n

Horb, P, R IERENE R (o, ) MR BN RE(CDR). B P=(p,), R RRRERCRTL
HARRIBIN), XA (X, ) R ) ELAE (e TR
2% Weil [15]. Ma [16]F1 RCBAR(L)BIRIF5E L[ #3, EHAHKEECA p(K)=(a—B) (Hk=00H).

d T B[R] U T
E(X,|X\y)=(a-B) X +np;
Var(X,| X,)=(02 + 0} ) X2 —2n0; X, + 0’
Hor

a=E(a), o;=Var(a,), B=E(f). op=Var(f).
re IR R R R AR A A 30 AU WeilB AT Kim [17]%

B (Xy, Xpre Xy ) MBI SR, b 280 0= (. 8)» y=(0202) -
3.1. &&/IN_F(CLS)HIt
W5 S H0R B 0 19 CLS fit, CLS #EM i HUE L R -
s(a):i:(xt—E(xt|xt_1))2 3)

CLS fhiH- T il B MEIZAEN B SB35, KT o A1 B IR —Fefliit A
~ Zt ZX ﬂCLSzt 2(n Xt 1)

Ocis =
Zt 2 Xt 1

ZtN 2 X thlztzz X Zt:z Xt{thN:z X
z (n Xt 1) t—thN:Z Xt—l _ZtN:Z th—lth:z(n - Xt—l)
IEl1 Klimko 1 Nelson [18]f)5E 3 3.1 fil 3.2 fis, iCBHEMN 0, Oy 5bAA HIFEESMN,

ﬂCLS

Bp
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YN (8es-6,)—>N(0,Q'RQ?), N e,

b
=

Q=E(X,X; ), R= E((Xl—GTXO)Z xoxJ).
FHES ESEIE y ) CLS flith, BYem X PraiikzEN:
ét =X _&CLth-l_IéCLs(n_ Xt—l)’ t=2,---,N.
FET A CLS ) B %k
N
s(n)=3|

t

#-oiX -t (n-X,) | @)
t PRAYE R t-1 ,

Hoty =(02,0%) WEHES IR, 1 S(y) %T y BME, A1 CLS it it

7CLS [ Aa CLSJ [ZZ Z; j [iétzztj,
OpcLs t=2 t=2
SRR 2 =( X2 (=X, ) ) o i, BSR4 KR T

(X)) (a0 X (X (B2 (- X))
(2 X ) (=X ) )~ XE (=X ) |
(X)L X0 (B XX (S X

X)X HExa X

FERSAL B e IR B 51 { X, | 6 P Aa vk S Pt S5 R A B AT 4R &, Bty CLS fhiit=
Yous A ETE. BAAT S, BEENARKENBETET, ZMrEUER 1 SERLSHAEy,
Hp

Pors—=%5 AN > oo,
X — 5 BB EARIE 7 A T 7R TE RREA TS T T (AT Sk, o HLAE SR B0 20 i P i e
PSR T IR SE S
3.2. #AARMQL)fEt
o, TERIALE S DAL H RCBARQ) AL &4 )7 2, id:
V, (X1 Xq)=Var(X [ X ) = (02 +0 ) X2 —2nas X, +10°o,

FRAERT MQL i 1HI7 B B A I R B
ivyil(xt —aXy _ﬂ(n - Xt—l)) X1 =0,
t=2

iv;l(xt —aX,—B(n-X.,))(n=X,,)=0.

t=2

RUORFAME T 2RI PG Sy & S BOHN AT RRAE B 0L R 225 B HAELAAC . [H ik
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KA HAD T BB R R T y &S Bl y Ry, R R\ HILBE R MOL i r 7,
DAt T 1 RO S 406 . Lﬁ'ﬁ/ﬁﬁ‘ﬁ TEUT @ Al 2

-1

N N N
[02 J VX 2V X (n=X,y) 2V XX,
AMQL _ t=2 t=2 t=2
N N
Buar SVAXG(n=Xy) SV (n- X ) SV (n=X ) X,
t=2 t=2 t=2

TER—FE AT 15, A SO CLS ARk Al of Al o) o« BN RIR AN THEEANBE GRAERS T A7 R A
HONIE, BLATEAREH T ol Al 0/2, IR ESK, 10 6, AZEIUE, A MQL {livh & r#nL EAE
H LR e ELEE N,

\/N{Q:MQL —-a

Bua —,BJ_L) N (O!T'l(é’o)' K (HO)T‘l(go)),

3.3. mAZIEINA(MEL) &t

PRk, BANH RCBAR(D) AL B KA ISR T7 100 XF(3)arhiE L S (8) kT 246 RT, W
(CEI iy e

2B (0)=0 ®
)R L S (y) RTS8y KT, WIREMET TR
10S N
S im0 ©
Nt — AR T TR, Mffﬁ%l)\*"%ﬂ’l‘ﬁ’]%ﬁ b ZAFMEE N RIIATR N, REBARIECT
BRI 25 8, HMIEIEEN Lu [19]. RSB INZIRUSRAESS, F TR fIn 2y s

LSRR E. BRI S, A:

m, (6) oA
mafo)| | EXa)
87, (7) (6 —w)-X¢ °
(7)
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R4 Mykland [20], I £ 38 AUSR HL(ELR) BRECA :
R(8,7)= maX{H Np, | p, ZO.Z p=13 p1m1(0,7)=0}
Heh, ARE)H M (0)=(X, -0 X ) Xy o BIRERFSRHER RIS W 1%, 7TLMFEIR AL p, MR {

&

1 1
== t=12,N
PN 1+b" (8)m,(6)

Horbr () Ak BTk B H £ S AR 1
13 (6)
9(b(0 ))_ﬁgutﬁ(o)m(e) °
i, AT DA B S I AR B S it
1(6)=-2log R(e):Zilog(HbT(e)mt(B))
t=2

N T BRSO R T R R0 D SR AR (R

(C1) {X} A Fhaid 2

(C2) E|X[ <o

#F RCBAR ()MA, FATH LT &8 : 7EB%(CL~(C)F, 12 6, NBHIUE, 6, &0 KL
WA, 0w, 71(6)— 17, - BARGRBRMIHEAL EL,

IN (e ~6,) =N (0.971(8,)37),

st 1 (6,)=E[m(8)m(6,) |, HI= E(am(e)jo

00

3.4. fhIt A ERERE M AR
ACHR R MQL 5 MEL i+ BT CLS it &3R4 7 Z S8t . Adna e, #&
I yo s MhiTHRZE, W 0MQL50MEL FAT AT 43 A5 LA TR -
\/ﬁ(é_go)—d) N (O’tho-stage)'
H 2o gage BLETRE Pos MABSME T, T CLS flithE BAMENE, HEG R BRI mERD,
ASCAEBRVR IR 25 H IR ETIE 7 ZRE FE AT AN TE y S N R fl. 7ESEBRR A, @U# H Bootstrap
T3 e g A DX TR] LA SE A e Bl AN E
4. ERHR
T VPl TR A T T IE A IR FEARYE T, ARG T — RV R RIS . Hod 2k R T
A BEL R I E (8] JH(RCBAR(L)) 4«
X, :atoXt_1+,Bto(n—Xt_1), t>1,
Horbn JgiRA 23] EBR(E 2 %40, o ~Beta(a,b), A ~Beta(a,b,), Ho 5 B HEMIL. ¥IEHE X,
%M%ﬁ%mﬂ&%:m%ﬁoﬁm%EUT@ﬁﬁiu%:
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M2: (n;a,a,,b,b,)=(20;0.2,0.3,0.4,0.7);
M3: (n;a,,a,,b;,b,)=(30;0.3,0.3,0.2,0.4);
M4: (n;a,,a,,b,b,)=(40;0.3,05,0.1,0.4).

ML: (n;a,a,,b;,b,)=(10;0.2,05,03,0.2);
)

\
/]
—H—

— & 0.2: albl Uy = a, 0_2: a2b2 .
a+b  (a+b) (a+b+1) 7 @+ 7 (a,+b,) (a,+b,+1)
RICBE T M5 Ky TR T 5755 BN R EU A T R B, B8 (o, B ) IRNERINT IE 45534
B

Hy

o, ~TN(OY1)(,UQ,G;), B ~-I-'\I(o,l)('uﬁ’alg)’

FErt TN ) FRAEIX IR (0,1) P4 4T 1) 1E 285 7311 %i&&%%(ﬂa,aj,yﬂ,a;) =(0.4,0.16,0.7143,0.1205) ,
Xt 5 M1 AT A PR Ay 2, HAR¥ES ML A .

T M =1000 KE B, 82 (Bias) I8 7 iR 2 (RMSE) LIEM & v (18 ¢ B B Rk
PRI T ZE Ak T ) R I

Bias :ﬁi(l//(i) —l//), RMSE = ,ﬁer(l//(i) —1//)2.

TERMEH, NRGVHS ARG T AR BRAAAR TR, ASCEDUAEE S N T B, &
1 FIEE 2 G5 T3 a M B 1) Bias 5 RMSE, Hit N RRFEAR, nERREDR R, HRAIHBET
N e {50,100,200,500} 5 n e {10,20,30,40} M Z P A, LU MASFIRE A USRI EE 250~ A v ERe .
BRI LLE H, BEERAIFEERN, S EmfmESReEEERHHEZER. £ 3 FE 4 N
BT EA RS S T IOREE A, 15 TS ol fl o 14 Bias 15 RMSE, W T 7 VATEANH & M i
77 AR . % 5 025 R 2% B AL R 200 A0 T R BURPE A, RS EURMNEWT IEAS /i JFER
R TREEIEE R . X g BN FRE T AN R EN A S A T AR A TR . Ak, B 1 s
KRR H A B BU(ACF) B 54 [ AH 5% 66 B (PACF) I, BB T T AE Fe A6 3L 1) 5h A8 45 11 5 1 45
M, RIESNSHEATT SEANS KR ML T AR

K 1 2R, RCBAR(L)IEAY FIREAR B8 45 B BL RS TH ST (8] PP BRI S RRAE . A DG SRR 5 — I 12
FONIEFHIRECERL, RPEIACIZYE: W B AR EER S B R, KR B EAS S
I, ¢ 1A 2 45K, BEEFEA R 50 9% 500, CLS. MQL Il MEL =Fh 77k W% 5 RMSE
Y52 N, Hp MEL £, MQL k2, CLS MIXHRZEETHFE, S8 o Hik L RN mE,
BEZNIEMwE, H BMEIHEEIT: SHEEARNESKT Fgfkaft. £3ME 48R, FESHC S
op BAGTHRZ IR BERE A B RIS MEL (AR, o) IREMSKT of , BIE T 77 2S5l
PESTTEA M. W5 R IL, BIEERENL R B AE Beta 43 filf, CLS. MQL 5 MEL it &A1)
TRFF RUFAS RS S5FafdE, Bias 5 RMSE R W2 ETF, REEN AR A GBI MEL 7E70 10
BRI AR, B IE T HSERRiE A .

5. B&

ASCHEILY e b 2 R B, HEFL AR TR AR, R Fe v (RS B I A B AL
), [FINES TR R AP ARE S P, S TS H CLS hiTHE . MQL it &5 MEL ffit &,
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Figure 1. Sample path plot, ACF plot, and PACF plot of the RCBAR(1) model
[& 1. RCBAR(L)1RBIH A ER1Z[E, ACF ElF1 PACF

Table 1. Bias and RMSE of the parameters to be estimated under model M1, the true parameter values are
(.B.0%,07)=(04,0.7143,0.16,0.1205)

# 1 R M THESHNRESHHTRRE, SHEMEN (. p,00,0})=(04,0.7143,0.16,0.1205)

CLS MEL MQL
N Para. Bias RMSE Bias RMSE Bias RMSE
a —0.0083 0.0801 —0.0021 0.0383 —0.0042 0.0587
Y] 0.0742 0.0759 0.0230 0.0455 0.0323 0.0539
>0 o’ 0.0257 0.0124 0.0068 0.0030 0.0141 0.0069
0'2 0.0375 0.0550 0.0121 0.0179 0.0164 0.0242

DOI: 10.12677/aam.2026.152069 288 I3RS


https://doi.org/10.12677/aam.2026.152069

Mr&aE, ke

Bk
a —0.0062 0.0602 —0.0012 0.0240 —0.0034 0.0412
B 0.0487 0.0572 0.0145 0.0367 0.0186 0.0386
100 oﬁ 0.0159 0.0083 0.0043 0.0029 0.0071 0.0049
0'2 0.0216 0.0281 0.0063 0.0122 0.0082 0.0168
a —0.0032 0.0444 —0.0006 0.0207 —0.0017 0.0356
B 0.0323 0.0443 0.0081 0.0220 0.0104 0.0285
200 P 0.0093 0.0056 0.0032 0.0025 0.0056 0.0034
0'12;, 0.0148 0.0199 0.0045 0.0089 0.0057 0.0128
a —0.0015 0.0317 —0.0003 0.0115 —0.0009 0.0200
500 B 0.0109 0.0287 0.0029 0.0087 0.0041 0.0126
of 0.0056 0.0032 0.0016 0.0012 0.0029 0.0021
0'12;, 0.0071 0.0110 0.0021 0.0050 0.0034 0.0073

Table 2. Bias and RMSE of the parameters to be estimated under model M2, the true parameter values are
(a.B.0%,07)=(0.3333,0.3,0.1389,0.105)

# 2. R M2 THIESHNRESHHTRIRE, SHEMN (. p,0,0})=(03333,0.3,0.1389,0.105)

CLS MEL MQL
N Para. Bias RMSE Bias RMSE Bias RMSE
a —0.0078 0.0721 —0.0031 0.0415 —0.0054 0.0568
i) 0.0685 0.0821 0.0196 0.0483 0.0289 0.0497
%0 05 0.0229 0.0115 0.0075 0.0041 0.0136 0.0072
0'2 0.0342 0.0497 0.0135 0.0192 0.0179 0.0258
-0.0057 0.0553 -0.0016 0.0268 -0.0039 0.0379
B 0.0438 0.0615 0.0132 0.0392 0.0173 0.0361
100 o’ 0.0143 0.0076 0.0052 0.0034 0.0084 0.0053
0'[2; 0.0238 0.0305 0.0078 0.0135 0.0097 0.0179
a —0.0029 0.0398 —0.0009 0.0186 —0.0019 0.0314
B 0.0286 0.0382 0.0074 0.0243 0.0097 0.0268
200 Jj 0.0086 0.0051 0.0036 0.0028 0.0058 0.0037
0'2 0.0159 0.0217 0.0051 0.0096 0.0062 0.0135
a -0.0012 0.0284 —0.0004 0.0132 -0.0011 0.0189
B 0.0094 0.0253 0.0024 0.0095 0.0038 0.0119
>0 Iop 0.0049 0.0028 0.0018 0.0014 0.0026 0.0023
a; 0.0082 0.0124 0.0025 0.0057 0.0037 0.0081
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Table 3. Bias and RMSE of the parameters to be estimated under model M3, the true parameter values are

(a.8.0%.5})=(0.6,0.4286,0.16,0.1442)
# 3. RE M3 THESHNRESHHARIRE, SHEEA (o.p,0),0;)=(06,04286,0.16,0.1442)

CLS MEL MQL

N Para. Bias RMSE Bias RMSE Bias RMSE

a —0.0092 0.0752 —0.0028 0.0436 —0.0048 0.0621

B 0.0714 0.0785 0.0208 0.0468 0.0301 0.0513

>0 o-i 0.0248 0.0132 0.0082 0.0045 0.0153 0.0078
oy 0.0362 0.0513 0.0128 0.0187 0.0185 0.0249

a -0.0068 0.0581 -0.0017 0.0259 -0.0037 0.0395

Y] 0.0459 0.0598 0.0139 0.0379 0.0182 0.0374

100 o’ 0.0157 0.0091 0.0058 0.0039 0.0091 0.0057
0'2 0.0227 0.0328 0.0071 0.0142 0.0092 0.0184

a -0.0031 0.0421 -0.0008 0.0194 -0.0018 0.0335

Y] 0.0305 0.0418 0.0079 0.0236 0.0101 0.0276

200 o-i 0.0092 0.0063 0.0041 0.0032 0.0064 0.0041
0'2 0.0153 0.0231 0.0048 0.0103 0.0059 0.0142

a —0.0014 0.0302 —0.0005 0.0141 —0.0012 0.0194

B 0.0102 0.0271 0.0026 0.0101 0.0039 0.0124

°00 o-i 0.0053 0.0035 0.0021 0.0017 0.0031 0.0025
oy 0.0078 0.0138 0.0023 0.0063 0.0033 0.0086

Table 4. Bias and RMSE of the parameters to be estimated under model M4, the true parameter values are

(o, 8,027 ) =(0.75,0.5556,0.1339,0.1301)

# 4. BB M THESHNRESHHRIRE, SHEEN (o p,0),0,)=(07505556,0.1339,0.1301)

CLS MEL MQL

N Para. Bias RMSE Bias RMSE Bias RMSE

a -0.0107 0.0779 -0.0035 0.0452 —0.0052 0.0614

Yij 0.0691 0.0810 0.0216 0.0491 0.0298 0.0526

>0 o-i 0.0263 0.0145 0.0091 0.0052 0.0168 0.0084
oy 0.0387 0.0539 0.0139 0.0203 0.0197 0.0267

a -0.0074 0.0608 -0.0019 0.0276 -0.0041 0.0409

Yij 0.0472 0.0625 0.0146 0.0405 0.0191 0.0391

100 o 0.0172 0.0103 0.0065 0.0044 0.0098 0.0063
op 0.0243 0.0351 0.0078 0.0156 0.0099 0.0198

a -0.0035 0.0453 -0.0009 0.0211 -0.0020 0.0352

20 B 0.0318 0.0435 0.0084 0.0253 0.0107 0.0293
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o’ 0.0101 0.0075 0.0047 0.0037 0.0071 0.0047
0'2 0.0164 0.0253 0.0053 0.0115 0.0064 0.0155
a —0.0016 0.0328 —0.0006 0.0157 —0.0013 0.0210
B 0.0108 0.0296 0.0028 0.0113 0.0041 0.0137
°00 o’ 0.0059 0.0042 0.0024 0.0020 0.0035 0.0029
o’ 0.0085 0.0154 0.0026 0.0071 0.0037 0.0094

Table 5. Bias and RMSE of the parameters to be estimated under model M5 (truncated normal distribution), the true parameter
values are (o, ,07,07)=(0.4,0.7143,0.16,0.1205)

F 5. A M5 (BETESH ) THESHNRESHARRE, SHEEN (a.f.07,0))=(04,0.7143,0.16,0.1205)

CLS MEL MQL

N Para. Bias RMSE Bias RMSE Bias RMSE
a -0.0091 0.0825 -0.0024 0.0398 -0.0048 0.0602

B 0.0765 0.0783 0.0243 0.0471 0.0341 0.0556

>0 o’ 0.0271 0.0138 0.0072 0.0034 0.0153 0.0076
0'/2, 0.0392 0.0574 0.0129 0.0188 0.0171 0.0254

a —0.0069 0.0623 —0.0015 0.0251 —0.0038 0.0427

B 0.0512 0.0595 0.0152 0.0382 0.0195 0.0403

100 o-i 0.0168 0.0092 0.0048 0.0032 0.0078 0.0054
o-é 0.0227 0.0295 0.0068 0.0129 0.0089 0.0176

a -0.0036 0.0459 -0.0008 0.0214 -0.0019 0.0368

B 0.0338 0.0458 0.0086 0.0231 0.0109 0.0298

200 o-i 0.0098 0.0061 0.0035 0.0027 0.0059 0.0038
0'2 0.0155 0.0208 0.0048 0.0093 0.0060 0.0134

a -0.0018 0.0328 -0.0004 0.0122 -0.0011 0.0209

B 0.0115 0.0298 0.0031 0.0091 0.0044 0.0132

500 o-i 0.0059 0.0035 0.0018 0.0013 0.0031 0.0023
0'12;, 0.0075 0.0115 0.0023 0.0053 0.0036 0.0077
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