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Abstract

Large language models (LLMs), represented by ChatGPT, Gemini, DeepSeek, Tongyi Qianwen, and
others, are flourishing. Their applications have penetrated various fields of medical practice and
are poised to profoundly reshape the future landscape of hospitals. Transformations are occurring
particularly rapidly in fields such as thoracic surgery, cardiology, oral surgery, nephrology, ortho-
pedics, gastroenterology, and imaging sciences. LLMs demonstrate immense application potential
in assisting with medical documentation, providing clinical decision support, conducting medical
health education, and managing patients during the perioperative period, among other areas. This
article reviews the applications of LLMs in various surgery-related scenarios, including electronic
medical record writing, clinical auxiliary diagnosis, clinical decision support, patient health man-
agement, medical education, and scientific research paper writing. LLMs can efficiently process and
analyze large-scale datasets and possess remarkable natural language understanding capabilities.
However, the application of these technologies still has limitations, such as model “hallucination,”
potential risks of academic misconduct, clinical over-reliance, possibilities of misdiagnosis and
treatment errors, as well as unclear attribution of responsibility. While fully leveraging the benefits
of LLMs, we must recognize and address these ethical and practical challenges to ensure their ap-
plication in the medical field is responsible and effective.
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1. 5|8

AT, BL ChatGPT UK BRI 5 A LIS RIS [T — IR 2 B AL R 1] [2]. TR
PR VA 2 PRI, KR SR SO RTINS T R Lt 5 AR R IXE) 71 [3]. fEIX
IR, KAE SRRy A TR B RS T A BEEOR, SRR LSRN HOTE S A O HE R R
71, IEFEBLH AR SE B R 1 BRI 1[4 5]

SAEGRET BB EHE 1 AT, KIE S A O AE T AL B & . ARE L)
SCREHE[6] (7] AMRHIUEAS BT o —ME B SRR R, s 7A@ FICR(EHR) BER2ASCHR. T
ARy« B2 BIE BIEE 2 20 GORFER I I SOAE BHAE8] [9]. IXONKIE F AL B B4 7 RAR M 1
o HAT, KIS HAAESNRH R IR R O a5, ) 1 SRR DU JLMZ IR R IR ok
SKOCRFJTH, RiE SRR e U B & (B S SEI sk A AR AR IR R HE /e, v AMRHER AR 3R A
PEALHIZr i [0]; R B R T, EW NIRRT, DUBM 5 M AIE 5 RS R R 2 TR
R WA EEE S 1=/THEE AR SR E10]; EESEFE S, KiE 5 HA RN A4 e K
Ml AR 5, N ERE R ITEREE R ZR I, FHRBAPEA I BTS2 [11]; 1A, ETBSHR
W, KA 5B AE H B P ARE A R MR BRI SRS FEBUE S, KoM
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e A2 B E I S AR R, A8 By TR R AZ 0 TAR[12]6

SR, KR & B AR S R e — Frdtag . HEAA R, Wil ger=E “Zu” (RIZERK
F LA BAE S ARG B AAEZREHE FEUN IR I DLW I 83 BaRA RN B 22 A i IR Bk %, &6
R RE W B T EE A7), dhAh, B RNZSUR I A A T R R B, MO R A AR,
B2 N AW TN R REMEVE S . B AT, MARE IO IX — A T AR B, AR
FELERIMRL RN SR B RE, i H SR mEIE RS PR, X R K R T AT R
[13]

2. LLMs ZFEMRSTES = 2N Aig=
2.1. IR FREBE

GRS, RIHZEG. PVEMFRICE, EIRHEAEN—NERERAMES, R
TAEX T BF B IIZIE . BT TR SO RE IR 20, HeMI BRI A /MRHE AN T T
VE AR A TR s RS [14] [15]. KA AL AT DU I AR sbr e AL FOASAR I E S E IR R (S 2
KA T I T M) TAETAE, I EETH BT SR A 3R [16] FARICFRIMHEA AT BEH— 4 E
TR, A RAE R A N /D> B OB S R T AR e R TR IC SR IR, S AMRHE A H B U R
MEFETHRCR[17] [18] EREKEMFRF, LLMs CREMBIER SR ENFREIL[19]. KK, REER
EHR R4 MM R LLMs A5 S MRS . FAR I BIR RV THRI SR o5 Bh. SR, s
PUIX — H AR U R A B SCR BRI, g 2™ b BB AR B X TAMRHE S, TR IIE
PRI SRR AR BT SR PP SR G BE U 7 RAGUEAG I OCEE . Uk, VER I PR S0 R S A S PRl 1Y)
H:fili. Bhayana S5[20] NI A48 8 T R RIS S AR AL IX — AR B0 7. ZWFFCIESE, LLMs RERS N
TUR G R ZEE T B B A il i AR R B s, HN BT g g EIEREE, Rt
ERTHS AR I OGS R (WA T AR S0 L SR (61% vs 12%) 0 #7HIX —HAR A NAMEF TAR R,
AIEHENAN R AEFEIT B CT MRI SRS 2, [ 2 — AT S5 A6 A6 I PR B8, AT ek /D A5 JEL S
I FHIMERE, BEEEEZH.

2.2. IGPRHEBhISHT

EANEHZ W, JEHRIANEL AR RS SRS R LR S AR 5 IR R I AU, LLMs
AWK RSB T R[21]-[24]. —TUET H s BZ I  ATBE VE AL B 78 23], 1@ 16 MG
PRZEM, LT DeepSeek-V3 Il ChatGPT-4o0 MIIZWitERE. %W 5T 20 44 F A 7R A T80 FHE SR
2R ERAT Bl . 45 R R, WA R At P 5 2 R AP /KF 2 I & 1, {H DeepSeek-V3
()T 2514593 (4.02 + 0.36) .35 = T ChatGPT-40 (3.15+0.41), HAE 16 NEBIF R 9 MEIH Gt L
Fo X—RKIIER, ANFE LLMs EEENAMRR2 TS EAFEVEREZE R, DeepSeek 1E NG F5, RIS
SRKIISES T RAE 5 BLALESEME ST 2 B (112 T R D0 W R 0 e 3% o 3 1 — Tt xR 1 i T e IR 1)
SEAMER G S Wi Fe R W, Se Bk KIE S AR AL (LLM) i B B 06 32 & LR EEAE 193 /7. Yang Z5[25]
NEIL, 15 67 151 LS 58 XI5 44 J i) 25 2R £dfi 46+ Claude 3.5 Sonnet BAYFRAE 2 W, H “48
Sl BEFEE 76.1%, BERTHA 22 S50 RN E W RCPEGE 29.5%). %R
PR, EE RGPS A, LLMs Refig MR SR T @ K S 2 W 8B, G RORF AR LXK
DAL R R AT 5 PR TT R 5 B A UG o

2.3. BFRAAIGKRE T FF
AR, ChatGPT. DeepSeek <5 JTJRKTE 515 L 7E PRy AW i) L FE BILH LK /0o AEAMRHEE TR
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HHIE (R AR, 0 DD R G A IO RS A 45 IR O R K EIE BB, U TAMRHS T & ZEARATH B,

I 6 T AR IE I T A e R B U T s ZEAR HPERAT, 255 St Bl T R SR A S5 4k 4 s

FEARGERT, SCRIFRRETUE . BREEVEAG BB 7 R HIE . XONIRFIMRHSIT RSN . et A
KR EE T I TR, NS IEITFR SRR el ok AA R . —IUKE T Nature Med-
icine FYFEVEIEAGHF LRI, FFUEFEA] DeepSeek-V3 il DeepSeek-R1 7EHi i 2 & BB HE SN I R e
FHFHATS, HAs W 5697 @I HER 5 e T BN (0 GPT-4o)H Y, BERIEMMMES PR
LSRR o SXUE B T P R I TR IRASE B w] DU S AR PR R 3R SCRE R G0 1 T S R R k[ 26]-[28] . AR5
R, BRI KE S BAE T RYME s AR R I 2 IR IRYE 7). Liang % [29] N RGPS T 75
Pl MLLM XM REAH DGR AR (BFE CT. Wbt Lo RS R L Re 71, RILJeR 4N Claude 3.5
Sonnet 7 [81 25 FFTBOM I PR i JEIN FRIAE R 2R T35 79.43%, S0 T-#00 JF R . % 0P Fe47R, MLLM £
AR N RSB TR, A 2SS B USCR MR AETEARFBTRRI . AR e 358 B AR S5 DA o 7 0 7

Palenzuela Z5[30] AFIWF 7T Eor, 76 KIE SR ChatGPT-4 5 4MBHE IF (Il R v 5 BE /1 %F Eb b, ChatGPT-
4 MRIVE TACE BB EIT, I5 e B3 e BT R 90 B TAH 2 o i 782 T S Bl g 1 fufh
WA R, 45 RR W] ChatGPT-4 7R & F AR J7 AR BIA J& A e b . BRRE A, ©
A BON B R ITEAT IR R SRR 208 TR, Eis 7IHGAE “Qn” MEFRMESE R
VA5 R PR o TSV ) FARAT T T F AR5 B 3 KR X Xu 5 [31] A$2 H Surgical Action Planning
(SAP)T45, IR TET RKIESHAN LLM-SAP HE4L, J@itif i LidlZ S NHFM)RIFE R T/, 5K
BT AR A R RAT S R . %A TR H T ReAce WAL TRFR, BN A FARLIRRNESM. LBE
B, o0 I B A AL/ CholecTS0-SAP £#i4E FHUS R E 52 Ft, 7R T LLMs £ F AR E H 1 /7.

24. SMREE SHEERI

Z W FE R PA[32]-[34], LA ChatGPT AR RIS S A8 (LLMSs)7E B 5K & 22 25 1K DL J 2 06 L 2%
R, LLMs Aef 1A I 2 BB B R AR KT, BRRE 45 & SUAR ARG il 2 sl . R g A 3
FNTFRAEAE N B2 S 10, g S % i R S B ) R [35 ] N TR BE RO TE 248 2 HE S 20 A5 5 H) T
554k, AU ARG RE AR ARG R7 56, BT 205 SR8 W B 4 ATl PR e 5k
REJI[36]. 1 “F-RIEZREVPAN UL JH, Al AT45GF AR, FIH HRE S IEAN 2 5 M EE T
FEHATHREHE AT, FECLESME SRR A 3t Bk AT R B T S it 5 ek i, FEBh % A&
MINEN B S HEARIK, S BRI B S i) 2B 2% Re /18R FH[37]. —TAE 61 DNAKIAE[38]HIBEALN HE X
R, MR TAESKEEER, BT ChatGPT MR & ZeA 5 a0 R % i B8 1l 5(86.44 + 5.59 vs.
77.86 +4.16, p < 0.00 AR T AE K 51(83.84 £ 6.13 vs. 79.12 £ 4.27, p=0.001)J5 1 ) B Z T X E 4. 1t
Ab, SEIGH BB R (17.23 £ 1L.33)FIXS #EE U 1) H FRIEAN(9.14 £ 0.54) 52 3 = T X RRZH (0 N
15.38 £ 1.5 #11 8.46 £ 0.70, p<0.001).

2.5. RETALRIS KB

LLMs RERS PR BEIUEH 1 A T RRIC S, SRIBOCERE B(NEIFIE. PARL HZ ), FFAEmREH
R BT VRAL A 2L 3l B A I PR IR R AN SCR, e AT AT CAAR B AR R A OB ¥ FE R PR KRS, S
R BT TT S CE TR SRR BOET 10 B0, R 3 i Do B N R E K LLMs, 7T UL A 342 R
BAERE R 2 2 TARXEAEEAE A RIZRE IR, REARATHER R M A 1k [39]. tEh,
DRI 5 AR R R 2 AR YT AR G DA F0 B AT — 5 (99 77 Chung S5 [39] NZEAT 19— IS 0F 7C R 4
PPt 7 GPT-4 Turbo £\ Il F A AL 55 (IR I . %L RoR, WA 7 AT 55 EIAS 118 TRE
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BURE I 25 5, Horh ICU A(ETRIMFT 2%k 0.8 ) MIEERRAET- R FM(F1 2>%k: 0.86)FK I ML, ASA-PS
ST TR SRR B HER R (FT 7380 0.50)0 SRTAT, AR FoUII 4R 22 0 [A] () AF 55 (40 PACU 45 B I [
R R ERBIARE, HPMRE RS TR mA, EFARE T, KEHUE T AR R R
JEFAREGIRECHE, 7R ChatGPT AJ LAY HERA M F0 TF-AR IS 8], 0 5 1 GPT-4 IS 1 et
PERE, FIHILERHRZE(MAE) N 47.64 73 51(95% CI, 45.71~49.56), R2 N 0.61, 5451 F A= KA
M(MAE, 49.34 735k 95%CI, 47.60~51.09; R2, 0.63; P=0.10). )51 GPT-4 AfkiH 5 ) GPT-3.5
FEAERYE BB E T 24T R B 5 (9 BN 46.12%F1 46.08% vs 40.92%; P <0.001). 7EAMEREGE ],
WO 5 ) GPT-4 RIAL T BT A HARBAY, e 4EARAHL(MAE, 48.66 73%f: 95%CI, 45.31~52.00; #Eff
P, 46.0%). FEREAAI RIS, Hfh GPT-4 7EARFOIAMA R KB HEMAE, 59.20 28 95% CI,
56.88~61.52). ChatGPT R4 B Filill F AW [A), £ 5 AR = 18 #2403 [40]

2.6. LLMs ERFPREAS AR E

BEE FANEEAN . AR SN BeAE B AR M e, FARE BN EH AL, X8
LLMs AR Hr szt S A& 146 4F . LLMs G /i1ER “rhou b siias” , B4 Ik 3 2R EdE
e 1) PRI : 8 SEEo4r N B BR B 3R i, LLMs vl SRR 450 FADE, HEm
0] BE AR R (NP5 B B I L) o 45 4 10 LLM-SAP [HEZR[3 1], m] Fl T A SERE ST 3R 45 PR AR
2) AEFRUSINACHE . RS R S AE A RAE, LLMs R4 BlRRIE 2= A= FI AR BAEAT sh A8 RSPl . 3) AL
A NARBRARBE : T AL AT AL ) R Bt SIS S US55 B, LLMs AT VAl 1 IR 1 B il
JEHAE Ty, 4) SR EACH: AMRHE AT S A AREE W R < BRI A AR B R
AT, HEFE R Bk E” ), LLMs RIS A R1RE AR OB & B AR B NsRidmE, su
FIER Y Rt BREANIAZ H . SR, A N S v e A A St R A, AT AR B
HRAR T BRIE O™ G R, IR R AR AR OGN I ¥ R

27, BEHBMRGIFE

KBS HRAE B B 0E J7 T BA 0% /7, Nitin Srinivasan Z5[41] N B R R HIE AL F AR H &
HET, GPT-4 SHAKIEFHRAHLL, el B FBEMR R B i . BT FREECE BEIs i s
JEARE, V2 BE BT RGEIHRET @, ArRe B A S N E, I 2EEE R B R W
ChatGPT RefS/E N —DE IR E 5E, A EFRAEW . 5 TRBUGE S, HEM AT B 21w,
B AN, R RIS 50T IR . AR, ChatGPT H[RIZ: Al DARHE B2 1208 K Fik
TR, SREENEWEIEE . Lee F[42)NHEAT T — WAL MGG, #RDT T HWIRALES N S AREE FE5L
Jies BB T I R R ) RS R W TR, R R BN ZUE BT R R T T L R E R,
HAEERS <50 & E, AR & N0 B AR i 3 . Bl FiddoR, B2 T WR LS
NIECF R RHE TR TR EE RARENNHMME, "TENMEL MR h BB B E 508
FRR AR BN T-BL. [FIS, LLMs nJLAEBEM BN, IR EEREMMMAREREES, BEHZ R
B VEBNVE VN E I, S R VAL .

28. IERBELE

ChatGPT Kifs 5 B RAE I PR FEANE SCH AT AT BRI 1. Kl SR mAOt B 55 2.
TEir B 38 5 SR AR SO 7 THI LA B KA FH[43]-[45]0 AMRHIE il BB ik, 4R KR IR IR
A FERR R R A, X ONHEAT RGO AT meta 70Tt oK 17 EUKBR K. ARS8 N T RRIR BOS FEAURER 78
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73, M HAR 5y A . Khan SE[46] NRIRTFUNIX—MERRAR A 1 BET RUAR R TT 56 AT R 1 — Rl sCR
B E B TR, BESR) WG 1R, #8id GPT-4 A1 Claude-3 A TAF 55 XPPH], f£H
SNBSS B T R AR AR (AR — BN B I ME R R IL 94%) JF B2 PR T ZJ I B X —J5iEIE
BT LLMs 7£ H sh b S & 0y T i) BT 77, Feal AR AR il B2 B T ARkl PR 46 2o O 9 B
MR “BhASMRERGEEAN 7 AU AN RHIE S 5B B SR A

3. ERMSHkE
3.1. EEAEME,. “4R” S5HRREBEXE

LLMs A REAEANERR . I I B Se 2 B TR 2415 B o EAMRESC B, X AR “Z058” "I RE S EUR A H
e HFSRE R, B, —A> LLMs 7250 7> 0, wRess AR MG R 70 1), 5 AR 2R R
A, RS BERFREA . HEEER T AREIE. B HIEWIGIRE IS SR /), Toik
BARAMBHEE AEAEAR AR 2L S L S R0 58 S 1550 10 555 S T

3.2. BEAE., RIESKREEE

LLMs FRHFEREWIE “BA7 « HHIARJERE, TUEFERILRAE. HIBHEA R R T
LLMs 771 BA — & QU IR S R A m A BIAR N, R R AT E I AOE . B, SUERM TR
RSB L R I R AT R ST BRI MTT 7 H ATA A S BEAE ST BE
M T E . A LLMs 36 7] g SR 2R I PR B 4E AT REIR 1L

33. HiERL SRS

SRS et s FE U . LLMs ROYINZRAIE T KB AL m S A, A M ER UK . K LLMs 224,
A b B I R BE 5 B R GL(HIS). PACS FIFARE W&, GBI ARSI E R

SLRERE

Kl 5 A IEAEIRZIRE MRS (AT, WSCHS 2. Bk SR BRI, RBLIIRTER
JIRE R EERRMERIE . R, HEAAR 2057 XK. STEBH . Bl 2 &S i w
B T HROIESIX AR5, RRBE TS MR R EET LU LA T 1) TFRAMG R 2B AR
B MREBEMSUR R G ORI TR T AR AR, SR RS 5 RALE A AL B 1 SR
YU 2SR, SCH SRR ARG B g — B AR SHEE, R MET R4 07 A0 8 e SR
2) EALAMEF LLMs WAl SN & QI ATF . PR 48 LLMs 7 A8 #E iR 4 (Surgical LLMs
Benchmarks), ¥#i MIZWTHERVE . TR G HNE. SCRYAE U S SIME RIS IS 2 A UERE, AR
LA VE AT RAERI AT FEVE VA SR OB 2K 0 3) BT LLMs £E SR BE PR VAl 5 ML 551 Hh A R A -
RARZR LLMs 458 PR AR, KB SRR BB S e i B ah il RaiiLvrl, JRegt
R B ARTE S B S B UIREE IS, R “VPAl - Bt - o RS, SRR IR R . 4) 1)
FEIEN AT fi B o SR AMRHIRRSE B S e BVA AR SE . IREBR. VR R RBR L5, KRBT
i 52 B TS LLMs ZEAMRHIE R A €, BUOR . STEABIHE R S BUR . IR @A R AL MBI R 3R
RIESST FTAEORES REBE o B AL, ABORGU R A L. RK, B AREAE . RIS IERHESE 2 1,
KB F A RN “HBI TR B NEREBN Bk SERESISMRA N — A SIS
T RIETI AR

=
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