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摘  要 

知识图谱作为一种结构化知识表示方法，对于组织人类知识并支持智能应用至关重要。传统的知识图谱

构建(Knowledge Graph Construction, KGC)依赖判别式流水线模型，存在误差累积与跨领域泛化能力弱

等问题。近年来，生成式方法凭借其序列到序列(sequence-to-sequence, Seq2Seq)的端到端建模优势，

逐渐成为有效的替代方案。特别是随着大语言模型(Large Language Models, LLMs)的兴起，生成式知识

图谱构建已从传统的序列到序列范式，演进至大模型驱动的全流程构建新阶段。本文系统梳理了生成式

知识图谱构建的技术进展：首先回顾基于序列到序列的经典生成方法，分析其核心机制与应用场景；进

而重点探讨大语言模型在本体构建、知识抽取与知识融合等关键环节中的方法与贡献；通过对比不同范

式的优势与局限，本文进一步展望了生成式知识图谱在架构优化、多模态扩展与智能融合等方面的未来

研究方向。 
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Abstract 
Knowledge graphs, as a structured form of knowledge representation, play a crucial role in organ-
izing human knowledge and enabling intelligent applications. Traditional knowledge graph 
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construction (KGC) pipelines rely on discriminative models, but they often suffer from error prop-
agation and limited cross-domain generalization. In recent years, generative approaches have 
emerged as effective alternatives owing to their end-to-end sequence-to-sequence modeling capa-
bilities. With the rapid advancement of large language models (LLMs), generative KGC has further 
evolved from conventional seq2seq paradigms toward a new stage of large-model-driven, full-
process construction. This survey provides a comprehensive review of recent progress in gener-
ative knowledge graph construction. We first summarize classical seq2seq-based generative 
methods and analyze their core mechanisms and application scenarios. We then focus on the 
growing role of LLMs across key components—including ontology construction, knowledge extrac-
tion, and knowledge fusion—and highlight their methodological contributions. By comparing the 
advantages and limitations of different paradigms, this work outlines promising future directions 
for generative KGC, including architectural optimization, multimodal integration, and intelligent 
knowledge fusion. 
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1. 引言 

知识图谱(Knowledge Graph, KG)作为一种结构化知识表示形式，能够以语义化的图结构组织和存储

现实世界中的实体及其关系，已在搜索引擎[1]、推荐系统[2]、智能问答[3]等诸多应用中展现出巨大的价

值。典型的大规模知识图谱系统，例如 Freebase [4]和 Wikidata [5]，主要依赖人工标注或众包方式构建，

但这种方式在规模扩展与实时更新方面成本极高。因此，如何从非结构化或半结构化数据中自动化构建

高质量知识图谱，成为自然语言处理与知识工程领域的核心问题。 
随着深度学习的快速发展，尤其是预训练语言模型的广泛应用，KGC 研究逐渐由判别式方法向生成

式范式转变。受序列到序列框架启发，研究者开始探索通过文本生成的方式统一实现多种知识抽取任务。

早期研究[6]首次提出利用生成式模型处理实体与关系抽取问题。随后，得益于 T5 [7]与 BART [8]等预训

练生成模型的快速进步，生成式 KGC 方法[9]-[11]在多个基准数据集上取得了优异表现。这类方法通过

将知识三元组线性化为特定格式的文本序列，实现了端到端的知识生成与统一建模。相比传统的流水线

模型，生成式 KGC 在缓解误差累积、简化架构设计以及提升跨任务与跨领域迁移性方面展现出明显优

势。 
本综述聚焦于生成式知识图谱构建领域，旨在系统梳理该技术从“传统 Seq2Seq 驱动”到“LLMs 赋

能”的完整演进脉络。文中不仅深入分析了各类生成式方法，还将传统判别式方法纳入讨论，以奠定技

术基础并作为对比参照。最后，本文展望了该领域的未来研究方向，以期为研究者在方法选型与前沿探

索上提供系统的参考。 

2. 相关介绍 

本节将介绍知识图谱的定义以及生成式知识图谱构建原理，为后续对生成式知识图谱构建方法提供

知识基础。 
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2.1. 知识图谱定义 

知识图谱是一种以语义图形式组织和表达知识的结构化表示方式。其核心思想是通过节点与边构建

实体及其语义关系的网络，以支持知识组织、推理与发现[12]-[14]。 
早期研究通常将知识图谱定义为一个多关系图，即节点表示实体，边表示不同类型的语义关系。然

而，这一定义忽略了知识层次中的语义结构与背景知识。为更全面地刻画知识图谱的本质特征，Ehrlinger 
和 Woß [13]进一步提出，知识图谱不仅应包含事实性数据，还应借助本体组织知识结构，并结合推理机

制以实现新知识的发现。 
Wu 等人[14]进一步形式化了知识图谱的语义本质，指出知识图谱是一种语义网络，其节点代表概念，

边表示节点间的语义关系，同时结合关于概念与关系的背景知识，以保证图中蕴含的知识具有知识层级

的完备性与解释性。 
基于上述研究，知识图谱可形式化定义如下： 
定义 1：一个知识图谱可定义为四元组 { }, , , k=     ，其中 表示概念的集合，可具体包括实体

与属性； 表示关系的集合；  表示事实三元组的集合，标准的二元关系表示为 ( ), ,h t r ∈ ，其中

, ,h t r∈ ∈ ， k 表示背景知识的集合，是一个约束函数或知识库，用以规范可能事实的语义空间，即

{ }( ),k⊂    。 
在实际应用中， k 可表现为规则集、模式或隐式知识约束，例如逻辑推理规则、类型层级约束或领

域本体等。这一形式化定义强调了知识图谱不仅是事实的集合，更是一个语义化、可推理的知识载体。 

2.2. 生成式知识图谱构建 

知识图谱构建旨在从非结构化或半结构化数据源中自动抽取、链接并组织结构化知识，以形成上述

定义的知识图谱。传统的 KGC 方法通常采用流水线式范式[15]-[17]，将整体任务拆解为若干子任务，

KGC 的核心任务包括但不限于命名实体识别(Named Entity Recognition, NER) [18]、关系抽取(Relation Ex-
traction, RE) [19]、事件抽取(Event Extraction, EE) [20]、实体链接(Entity Linking, EL) [21]以及知识图谱补

全(Knowledge Graph Completion, KGCmp) [22]。图 1 为生成式知识图谱构建的整体流程。 
 

 
Figure 1. Overall pipeline of generative knowledge graph construction 
图 1. 生成式知识图谱构建的整体流程 

 
从机器学习视角来看，KGC 通常可视为一种结构预测任务。给定输入空间 x 与输出空间 y ，KGC 目

标是学习一个映射函数 F ，使得： ( )F x y→ 其中，输入 x∈ ，为原始数据，输出 y∈ 为相应的结构

化知识单元。例如，对于输入句子“Bill Gates and Paul Allen co-founded Microsoft in 1975.”，KGC 系统

应预测出结构化的关系事实：(Bill Gates, co-founded, Microsoft)，(Paul Allen, co-founded, Microsoft)。 
从系统论角度出发，知识图谱构建过程可定义为一个从数据源到知识图谱的映射过程[23]：

( ): kf D f D G× → 。其中 D 表示数据源的集合，可以是文本、网页、表格或多模态内容； ( )kf D 表示与

数据相关的背景知识或领域知识，通常由预定义规则、本体或语言模型提供；G 表示最终生成的知识图
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谱。该定义强调，KGC 过程并非孤立运行，而是依赖于外部或隐含的背景知识。没有 ( )kf D 的支持，即

缺乏语义约束与上下文先验，KGC 系统往往无法从数据中提炼出“知识层级”上的结构化信息。 

3. 生成式知识图谱构建方法 

知识图谱构建的主流技术涵盖判别式与生成式两大范式。判别式方法依赖分类模型以最大化后验概

率，而生成式方法则通过条件语言建模，将知识抽取转化为序列生成任务，实现了端到端的构建流程。

生成式 KGC 技术本身肇始于传统 Seq2Seq 框架，并逐步演进为大模型驱动的现代化范式，与判别式方法

共同构成了互补的技术体系。本节将系统梳理这一发展脉络，并依据图 2 所示的分类框架展开具体介绍。 
 

 
Figure 2. Taxonomy of generative knowledge graph construction 
图 2. 生成式知识图谱构建方法分类 

3.1. 判别式与生成式方法 

3.1.1. 判别式方法 
判别式模型旨在根据输入句子的特征，预测其对应的实体关系标签。给定带注释的输入句子 x ，以及

句中可能存在的重叠三元组集合 ( ){ }, ,jt s r o= ，其优化目标是最大化数据似然函数： 

 ( )
( , , )

( | ) ( , , )
j

cls j
s r o

p t x p s r o x
∫

= ∏ ∣  (1) 

该类模型通过对输入语义特征的建模，实现对实体关系的分类预测。另一种典型的判别式策略是序

列标注方法[24]。对于包含 n 个词的输入句子 x ，模型为每个词位置 i 分配基于 BIESO (Begin, Inside, End, 
Single, Outside)标注体系的标签序列。设预定义关系集合的规模为 R ，并以“1”“2”表示不同角色顺

序，则模型在训练时通过最大化目标序列的对数似然实现参数优化： 

 ( ) ( )
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i i
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其中， ih 表示位置 i 处的隐向量表示。该类模型具有结构清晰、解释性强的优点，但在处理重叠关系或跨

句依赖时往往受限于固定标签空间。 

3.1.2. 生成式方法 
生成式模型的核心思想是将三元组抽取任务转化为条件文本生成问题。设输入句子为 x ，线性化后

的目标三元组序列为 y ，模型的目标是自回归地生成输出序列： 

 ( )
( )

( )
1

,
len y

gen gen i i
i

p y x p y y x<
=

= ∏  (3) 

通过在此框架下微调预训练的序列到序列模型，如 MASS [25]、T5 [7]和 BART [8]，可利用交叉熵损

失函数最大化生成结果的对数似然。生成式方法具备统一建模、语义灵活等优势，能够同时完成实体识

别与关系抽取。然而，该类方法在长文本或多重关系场景中可能出现解码不稳定与语义幻觉等问题。 

3.2. 传统序列到序列生成式方法 

3.2.1. 基于拷贝的序列生成方法 
该方法通过显式拷贝机制降低实体幻觉风险，其核心思想是让解码器直接从输入序列中复制头、尾

实体，而关系标签仍取自预定义词表。Zeng 等[6]首次提出 CopyRE，以端到端方式同时抽取重叠关系的

三元组，并引入拷贝指针缓解实体重复生成问题。随后，Zeng 等[26]将三元组生成顺序建模为马尔可夫

决策过程，利用强化学习搜索最优生成序列，显著提升重叠场景下的召回率。为进一步增强实体边界一

致性，Zeng 等[27]设计融合特征空间的非线性映射层，使头、尾实体在拷贝前获得任务相关的统一表征。

面向文档级抽取，Huang 等[28]提出 Top-k 拷贝策略，通过动态剪枝实体候选对，降低长文本中实体组合

的计算复杂度。 

3.2.2. 基于结构线性化的序列生成方法 
该方法通过引入结构化知识与标签语义，使生成模型具备统一的输出格式与较高的语义一致性。Lu

等[29]基于 T5 框架提出结构线性化事件抽取模型，将事件结构转化为序列化文本输出，并借助事件模式

约束解码空间以减少噪声。Lou 等[30]提出多层双向网络(MLBiNet)，实现文档级事件间关联与语义信息

的联合建模。Zhang 等[31]与 Ye 等[32]进一步引入对比学习与动态注意力掩码机制，以缓解生成式架构

中的语义冲突问题。Cabot 与 Navigli [33]则通过简化的三元组分解方法实现关系抽取在跨领域与长文档

中的迁移。针对嵌套命名实体识别任务，Straková 等[34]提出基于 BILOU 标注方案的扁平化编码算法；

Zhang 等[35]利用因果调整理论纠正生成偏差。Cao 等[36]提出的 GENRE 模型通过自回归生成方式实现

实体链接任务，可捕获上下文与实体名称之间的细粒度交互。Wang 等[37]与 Lu 等[11]进一步扩展该框架

至异构结构化信息抽取，实现任务无关的统一生成。 

3.2.3. 基于标签增强的序列生成方法 
该方法在输入或输出端引入显式标签标记，如“[实体|类型]”，以自然语言形式表达类别语义，从而

充分激活预训练模型的先验知识。Athiwaratkun 等[38]在多项结构预测任务中验证，复制输入词并插入标

签括号可显著降低边界歧义。Paolini 等[10]提出的 TANL 框架进一步统一了不同任务的标签语义，使解

码器在生成过程中同时完成实体识别与类别分配。Cao 等[36]将标签增强与自回归实体检索结合，通过跨

编码机制对齐上下文与实体名称，提升低资源场景下的链接准确率。然而，由于输出序列长度通常远超

输入，文档级任务易出现标签遗漏或位置偏移等问题。 
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3.3. 大模型驱动生成式方法 

3.3.1. 大模型增强的本体构建 
大语言模型的引入为本体工程带来了范式转变，其研究主要分为自上而下与自下而上两类路径。 
1) 自上而下指的是 LLMs 作为本体建模助手。该方向延续语义网与知识工程传统，强调在预定义语

义需求下的本体建模。LLMs 能将自然语言需求转化为网络本体语言等形式化本体，实现从语义需求到结

构化模型的半自动映射。代表性工作包括 Ontogenia 框架[39]，通过“元认知提示”实现自反性建模与结

构校正。近期研究还提出“无记忆建模”和“反思迭代”两种策略，使 LLMs 在识别类、属性及生成逻

辑公理方面已接近初级本体工程师水平。总体而言，自上而下范式聚焦于语义一致性与人机协同，使 LLMs
从辅助分析工具演化为主动建模合作者。 

2) 自下而上主要是面向 LLMs 的本体模式构建。该路径强调知识图谱对大模型的“结构化记忆”作

用，推动从“为人类解释”向“为模型推理”转变。代表性工作如 GraphRAG [40]与 OntoRAG [41]，通

过开放信息抽取与聚类归纳实现“数据到模式”的自动生成。随后，EDC 框架[42]提出抽取、定义与规范

化的三阶段流程，可实现模式归一与动态扩展。此外，AutoSchemaKG [43]融合有模式与无模式范式，实

现企业级知识图谱的实时演化。 

3.3.2. 大模型驱动的知识抽取 
大语言模型驱动的知识抽取方法主要沿着两条路径演化：基于模式的抽取与无模式抽取。前者依赖

明确的结构约束与语义模板，强调一致性与规范性；后者摆脱预定义本体的限制，更注重开放性与自适

应能力。两者共同构成了当代知识抽取研究的主要范式。 
1) 基于模式的抽取 
早期方法依托固定本体或领域知识库进行结构化抽取，例如 KARMA [44]和 ODKE+ [45]通过静态模

式指导实体识别与关系分类，确保逻辑一致性但缺乏跨域灵活性。为增强可扩展性，Feng 等[46]提出“本

体引导式抽取”，先由 LLMs 自动生成领域本体，再用于 RDF 三元组抽取，实现结构约束与数据驱动的

平衡。近期研究转向动态与自适应模式学习，如 AdaKGC [47]通过前缀指令与动态解码机制实现模式演

化，而 AutoSchemaKG [43]则结合聚类与关系发现，实现从大规模语料中自动诱导本体模式。这一方向体

现了从“静态模板约束”到“模式共演化”的转变，使抽取系统具备持续学习与自更新能力。 
2) 无模式抽取 
该范式不依赖外部本体，直接从文本中识别实体与关系，体现出 LLMs 的自组织推理潜力。早期工

作如 Nie 等[48]将链式思维引入抽取过程，通过逐步推理替代显式模式；AutoRE [49]通过指令微调学习

隐含关系模式，提升跨文档一致性。后续研究如 ChatIE [50]将抽取任务建模为多轮对话，借助交互式问

答提升准确率；KGGEN [51]采用两阶段生成流程，首先检测实体然后生成关系以减少误差传播。代表性

的 EDC 框架[42]通过开放信息抽取生成自然语言三元组，并经定义与规范化形成可扩展知识图谱。 

3.3.3. 大模型赋能的知识融合 
大模型赋能的知识融合旨在实现多源知识图谱在模式层与实例层的统一与协同，以构建语义一致、

结构完备的知识体系。其研究脉络大致经历了从本体驱动到数据驱动，再到大模型语义融合的演进。 
1) 模式层融合 
模式层融合聚焦于概念、实体类型及关系结构的统一。早期方法 Kommineni 等[52]依赖显式本体约

束以保证一致性，但难以适应跨域场景。随后，LKD-KGC [53]提出基于向量聚类与 LLMs 去重的自适应

融合策略，使模式统一可从数据中自发形成。近期，EDC 框架[42]通过 LLMs 生成自然语言定义并计算
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语义相似度，实现高精度的模式对齐与语义规范化，标志着从规则约束向语义驱动的转变。 
2) 实例层融合 
实例层融合关注实体对齐、消歧与冲突消解。早期工作如 KGGEN [51]利用迭代聚类完成语义层级的

融合，而 LLM-Align [54]与 EntGPT [55]将对齐任务转化为上下文推理过程，通过多轮提示与候选筛选显

著提升精度。此外，Pons 等[56]在 RAG 框架下结合结构与检索信号进行零样本消歧，COMEM [57]则采

用层次化管线以兼顾效率与语义准确性，展现了多层级 LLMs 协作的潜力。 
3) 综合融合框架 
综合框架实现模式层与实例层的协同统一，推动知识融合由分阶段流程向端到端架构演进。KARMA 

[44]通过多智能体协作实现结构对齐与冲突解决；ODKE+ [45]结合本体监督与实例验证以提升全局一致

性；而 Graphusion [58]进一步提出基于生成式提示的统一框架，将融合、推理与验证整合为单一循环流程。 

3.4. 生成式知识图谱构建方法比较 

近年来，生成式知识图谱构建方法在统一抽取范式与增强语义一致性方面取得显著进展。根据生成

机制与模型特征，可将现有研究大致分为三类：基于拷贝机制的序列生成、基于结构线性化的序列生成

以及基于标签增强的序列生成方法；同时，随着大语言模型的兴起，又衍生出以大模型为核心驱动力的

本体构建、知识抽取与知识融合框架。 
基于拷贝机制的方法强调实体的精确复制，通过指针网络或强化学习策略显著降低实体幻觉与重复

生成风险，但在长文本与复杂关系场景下仍存在泛化不足的问题。结构线性化方法则通过引入模式约束

与结构化输出，实现统一的语义表达与任务扩展，但解码空间较大，易引发结构偏移。标签增强方法在

输入或输出中显式标注类别语义，有助于激活预训练模型的知识潜能，实现任务统一与跨域迁移，然而

在文档级任务中常面临序列过长与标签遗漏问题。 
与上述传统生成式架构相比，大模型驱动的知识图谱构建展现出更强的自适应与推理能力。LLMs 不

仅可辅助本体模式的自动生成与演化，还能在知识抽取与融合阶段承担语义对齐、冲突消解与一致性验

证等复杂任务。总体而言，生成式与大模型赋能方法正逐步融合，推动知识图谱构建从分阶段流水线向

端到端、认知式系统演进。表 1 总结了不同生成式方法的优缺点。 
 
Table 1. Summary of advantages and disadvantages of generative knowledge graph construction methods 
表 1. 生成式知识图谱构建方法优缺点总结 

方法 优点 缺点 

基于拷贝的序列生成方法 有效缓解实体幻觉与重复生成问

题；对重叠关系抽取表现优异 
对长文本与复杂句式敏感；关系生

成仍依赖封闭标签集 

基于结构线性化的序列生成方法 输出格式统一、语义一致性高；可

扩展至事件抽取与实体链接等任务 
解码空间大、推理成本高；标签错

误或结构偏移在长文本中更明显 

基于标签增强的序列生成方法 

显式融合语义标签与生成语义，提

升模型对实体类别与关系类型的区

分能力；在低资源与跨任务场景下

表现稳定 

输出序列较长，易出现标签遗漏或

位置偏移；对标签设计敏感，泛化

至开放域任务时需额外模板优化 

大模型增强的本体构建 提升本体构建的语义一致性与自动

化水平；支持模式共演化 
对领域语义理解依赖强；缺乏系统

评估与标准化输出 

大模型驱动的知识抽取 可在无人工本体条件下实现高质量

三元组生成；适应跨领域场景 
抽取结果一致性与可控性较弱；易

出现语义漂移 

大模型赋能的知识融合 兼顾跨源融合与语义一致性；支持

端到端整合与验证 
依赖高算力与人工验证；在大规模

场景下仍面临效率瓶颈 
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4. 未来方向 

尽管生成式知识图谱构建在方法和应用上均取得了显著进展，但仍存在模型同质化、跨模态迁移能

力有限及应用拓展不充分等问题。未来的发展趋势可从以下几个方面展开。 
1) 生成架构优化与可解释性增强。 
当前大多数生成式 KGC 框架基于 Transformer 架构，导致模型推理机制高度同质化。未来研究可探

索神经–符号融合模型(Neuro-Symbolic Models) [17] [59] [60]，以融合神经网络的表示能力与符号逻辑的

可解释性，从而实现端到端的可控生成。此外，脉冲神经网络[61]、动态神经网络[62]、常微分方程网络

[63]与扩散模型[64]等新兴架构，也为生成式 KGC 的因果建模与知识表达提供了潜在突破口。 
2) 统一化与多模态扩展。 
借鉴 T5 [7]的“Text-to-Text”范式，未来生成模型可进一步统一不同任务与领域，将命名实体识别、

关系抽取、事件抽取与知识补全映射到统一的文本生成框架。代表性工作如 UIE [11]已展示出多任务融

合的潜力。同时，多模态知识图谱将成为重要趋势，通过视觉–语言预训练模型实现跨模态实体对齐与

语义一致性[65]。例如，VaLiK 模型通过视觉语义级联与跨模态验证实现无监督图像实体链接，为多模态

知识融合奠定了基础。 
3) 智能化知识融合与认知应用。 
未来的研究焦点将从“知识构建”转向“知识驱动推理”。高质量、结构化的知识图谱将成为大模型

的语义记忆与认知中层[66] [67]，支撑可解释推理与因果分析。动态知识记忆系统[68] [69]通过时间知识

图谱实现持续演化与自我反思，为自治智能体提供长期记忆支持。此外，知识图谱还将在认知决策、医

疗诊断与科学发现等场景中承担核心作用，如 CogER [70]将推荐建模为认知感知推理过程，PKG-LLM 
[71]利用领域知识图谱辅助心理健康预测。这一趋势表明，生成式 KGC 正迈向可持续演化、跨模态融合

与认知增强的智能阶段。 

5. 结语 

生成式方法为知识图谱构建领域注入了新的活力，并推动了其技术范式的根本性转变。本文系统回

顾并梳理了生成式知识图谱构建从传统序列到序列模型到大语言模型赋能的技术演进历程。传统生成式

方法实现了端到端的知识抽取，有效缓解了判别式流水线模型的误差累积问题。而大语言模型的兴起，

则进一步将生成式构建的范围从单一的知识抽取，扩展至涵盖本体构建、知识抽取与知识融合的全流程，

显著提升了构建过程的自动化与智能化水平。尽管生成式知识图谱构建已取得显著进展，其在模型架构、

跨模态能力与应用深度方面仍面临挑战。未来的研究将聚焦于架构创新与可解释性增强、多模态知识融

合，以及动态演化与认知推理等关键方向。本文期望能够为后续研究提供系统化参考，并推动生成式知

识图谱构建迈向新阶段。 
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