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Abstract

With the development of intelligent driving and ADAS, lane line detection is crucial for modules
such as path planning and lane keeping, and there is an urgent need for lightweight methods that
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balance high precision and real-time performance. The existing traditional methods have insuffi-
cient robustness against occlusion and illumination changes. Methods such as deep learning seg-
mentation and BEV/3D have problems of high computational overhead or high deployment cost.
Although the UFLD method based on row anchors has a speed advantage, there is still room for im-
provement in long-distance continuous modeling and robustness in complex scenes. In this paper,
the ResNeXt-50 backbone network and coordinate attention mechanism are introduced on the
UFLD framework, and the smoothness and rigidity of lane lines are jointly constrained by the three
losses of classification, structure and segmentation. On the CULane dataset, the proposed method
achieved a score of 72.51% F1-score and 211.42 FPS, achieving a balance between accuracy and
speed compared with other lane line detection methods. In typical scenarios such as occlusion, high-
lights, shadows, curves and at night, the visualization results show that the number of missed de-
tections and false detections of this method is less than that of the comparison method. The experi-
mental results show that the method proposed in this paper not only significantly improves the rea-
soning speed but also maintains competitive detection accuracy, and can be used for real-time lane
line detection in complex traffic environments.
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Figure 1. UFLD network architecture [9]
[# 1. UFLD M#&4544[9]
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Figure 2. ResNet and ResNeXt (C = 32) structures [9]
[E 2. ResNet 5 ResNeXt (C = 32)Z5#[9]

2.3. BIREEDNS

FERTELAT MRS, PIE L A H A7 AE 25 KR B K oC &, BRI R B TR ELRER .
VR, 3200 R R i B 4 2 1) e 0 ) 7 B0 SR

SR, AR GEE I A SR B B O 5 A7 AE BB AS 2 o S TEVE R ML SENet J 3 X i
EAT BRI RS S, HEEEF TR EGERE: I -, RETEE /L CBAM 2t —F
N RER R, KGR FRIRZET, $w 7R 2 B (5 B R SR AL, (EARIH R L7873
RALAE LRI 2R SERE, PR B O < R AR RE SR A TR

ML R, ARAREE R OUAE BRI B4t 1 BSGsT7 58 o AR I 0 20 79 BRI K7 17 5 5 22 1)
RHIE, IR A B ELAS BRI E R TSR, A5 2R A SGTE BB [ R RIS, I RERS B
2 B 2 (B B DA K B AR B e — T T, ARARVE RO S A AT RS A SR AR X AR 2

DOI: 10.12677/airr.2026.151023 235 PNER ST IR YN


https://doi.org/10.12677/airr.2026.151023

MS R, BhEL

BARTRMESANE RALRE T J1—T51H, (EIEEE R R A 4R E, (T8 H 2k 5 5 s
B AR T AR R0 A AR bR VE R I VE R I I 25 A 7R BN 18] 3 s

Input

Residual CxHxW

CxHA1 |XAngooI||YAngooI| Cx1xW

| Concat + Conv2d | C/rx 1 x (W+H)
v
| BatchNorm + Non-linear | C/rx 1 x (W+H)

v plf v
cxHi1 | Conv2d1 Convad | cx1xw

cxmds | Sigmoid || Sigmoid | cx1xw

Re-weight CxHxW

Output

Figure 3. Coordinate attention mechanism structure [10]
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Figure 4. CULane example pictures of different scenarios
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Table 1. Comparison of experimental evaluation results for different network models

= 1 TRIMEIRAI X L SR T LS

A F1-score (%) FPS
SCNN-VGG16 68.48 11.25
RESA-ResNet-50 72.88 67.64
ERFNet 71.52 73.86
UFLD-ResNet-152 71.63 104.13
Ours 72.51 211.42
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Figure 5. Visual comparison of different network models in various scenarios
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