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Abstract

Liver tumors are malignant lesions with high incidence and prominent mortality in the field of liver
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diseases. Therefore, early screening of liver tumors is of crucial significance for reducing the prob-
ability of tumor progression and the mortality rate of patients. Deep learning-based computer-
aided diagnosis technology for liver tumor images plays an important role in optimizing clinical
diagnosis and treatment processes and improving patient prognosis. Aiming at the problems that
traditional medical image segmentation networks have insufficient deep feature extraction capa-
bility and low attention to effective features in liver image segmentation tasks, which further lead
to poor segmentation accuracy, this paper proposes an improved U-Net network model named EFF-
UNet. On the basis of the U-Net basic architecture, this model embeds an EFF module at the skip
connections. The module integrates three attention mechanisms, namely Efficient Channel Atten-
tion (ECA), Spatial Attention (SA) and Efficient Attention Gating (EAG). Its core goal is to solve the
problems of insufficient fusion of shallow and deep features and low attention to effective features
during the skip connection process of the traditional U-Net. Experimental results on a dedicated
dataset for liver image segmentation show that the Dice Similarity Coefficient and mean Intersec-
tion over Union (mloU) of the EFF-UNet model reach 72.36% and 69.32% respectively. Compared
with the original U-Net model, the two core segmentation metrics are improved by 2.42 percentage
points and 1.74 percentage points respectively. The research results confirm that EFF-UNet can ef-
fectively improve the segmentation accuracy of liver tumor images, providing a more potential tech-
nical solution for clinical computer-aided diagnosis of liver tumors.
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BB A 2 25 R RS NI A E AT (3T, RO B A R UL ETHE s, L AT
Ry — 2R A SRR AL, OO B NS R B R A S B A R PRIEEHS HE PR
BB B IR R I I697 77 SRE S BUS TS R SBT3, AMUBER SR THEE LIS W R . B
TARGAR, I REJR RS HEIR T SR BLEALIKSE, 9B S BCE ST IR TIN Ao KL, T i R
it B (R 3 B R B S AR AN S LS & S

FEIRFL A A BOR T Z N 28, E R 7 B R EAMOB R A . XKk K IVES L5t
BE[L]. R, XRTNEFAERERIRYE: —J7 M B . IEEAN Y SIVE A R 2K T U, Stk
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iR o LA R PE 2 ST HAI ORI A A KRR 7 B H SRR L sl e, — RIIEETIREE
AR 28 1) 70 FITERH GRS . flan, RIEHRAEIEH DA-Tran $5 5 1& )% Transformer f25[2], T
MZH CT UG SEBU IR 20 %, BAE R S0 A ) MHP-Net 22 U Hessian 1 55 5 - He g #h 22 )
$X[3], WIAERR /NI AR T S O HE AR (KA v 2 s BMRAERE IR B o D) itk — 20 S AR AT HE AR CT
By HEN U [4]0 X LB TR IR 73 HI B2 1B (K Bk 5 BOR S, SORHESh iz kg, H
Wt — 5T BRI R R I B S SR, 5 AT TE R A R A% OBk BAATT S, IR
FEFRE AR o 3 3 A A2 IR AR B I S ANTS - 5 A B BT AL SUR LA v B S5 1), 1% 48K
BERS AL AL AE DS HE R P IARIS LR . /N AR AL RAFAEAS 2 s R, AFREHE MRS, LEAF
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FERENMEESR, ORGSR . I RIVEEIF AR, SEEA FIENZALRETIZIR, T
O BRI EE B 5 L BIVERE P RE. BbAh, MRS YT X 0 B 45 R A S PEER H s f i,
FTECRUE /> EVRS BE AT T, WAL S Z5 0 . BRARTHSITAY, SEILPOEHERL S 16 R0, oAl LH
ESES PSS

2. HREREZR
U-Net P4 % &

H 2015 4 Ronneberger % A$EH U-Net [S]LAK, ZMEAE “Yufd - D + BOERFEPHE” %
OB, AL TR EUR A B 2 ME e HRRR U LSS R I R ORAEIRIBGE X FRFEIRE 7
R, FEHRFHBkIEKEHZ(SKip Connection) Rtk T IR E W48 2R (25 [RIAHTT,  BONAEPIES 2553 BT S 5 A

RN B R S R A X IR R 2 BE 11, Oktay 25 A$2H T Attention U-Net [6]. 1% RIEF 4%
4t U-Net ZEANFTAR 2748 . ROSTAR/INIET H AR IS 25 5 52 1 e e AP0 el @, BT Ve s AR B BRIE R AL 51N
TIER 11 ](Attention Gate, AG)HLl. 38 i F IR ZHRLEERHMEAE AT TH2E 5, AG BeW% B & M) i
X AR REAE N, (R 3 5 E AR X SRR AE AL R, fETE TR BN AAMT E RS AT N, BT TR
RO R A5 2 28 B IR 40 R .

TEFETHRFAERALE S35 1T, Alom %5 N 25 & 5 IR 42 X 48 15 5% 22 IR 28 (R A 35, $E 8 T R2U-Net (Recur-
rent Residual U-Net) [7]. 1%ZEHHF] FH G R 22 583 570 (RRCU) B AL A AR, d i 78 2 5 )20 Y
BEATRAE R, SEBR EXGIN T LR A BORE . IX PR AN I iR R R R 3 TR I R R, ik
FIFEIARGERGSZBL T 17— 2 RN FRFAE R, 543 25 R LLE A (R S 5 R X HE B = 8 10 2 RO ARRAE
6T FH A0 R L SR AR S5 R 1 3 BT 55

BEN Transformer B AX)S, #10T = 4EAREE 14 R B FE SR, Hatamizadeh 55 A$&H 7 UNETR (UNet
Transformers) [8]. ANEFAXAEMi#E 51 N Transformer, UNETR ¥ 3D &R B BAE N F 54 N\ 24l
Transformer Zwfi#5 . I B EREIHLHHH 4 EVE B A KB REOC R, FHE S BRI 38 5 K
T HEERE . ZITIEA BRI T 3D CNN JERSZHF JR B, 72 i g AN 56 2 28 5 r BIMESs h R B T 0 B2 0%
fige ) 5 A R iR K A

3. Bt U-Net L8 #EE
3.1. EFF-UNet [%%

FEEZ BB BTSSR, RRIERLG WA 80 B e BB BIRE BE, A& 40 U-Net [ ARl i Bk
R SIS SIS E ORI S RS 2% 5 E CRFIE AL &, AR =K — RIUBIRRHIES & )2
URFIEAH RSS9, BHERA S 5I NTURG R ZRFHER A RS o AR GRER 6 M S AL AT 55 A0 SRR,
FEFFER 3 HHEA R ZRAGRENHIT HERERE, MHUESHCZIRT ST musir.

JfER R ) R, R SR e R AE Rk & (Efficient Feature Fusion, EFF) BB . %455 DL 2 1E 2 SIbL]
A TAE AR OBt B, B, I I SRVE R ) T L 590G X BURFE 1) T8, 32 T8 ROBERFAE
(AN 3=, iE@EER SRR, BRI RE 52 A B W E A =, fELRIE
R RO MR ~, WIS R, ORISR R SR S S it . SRR AR SR ] 1 R, EE
HAGHYE = /11 1(Enhanced Attention Gate, EAG). = 2l i V3 7= /1 (Efficient Channel Attention, ECA)F1 7 [A]yE
& JJ(Spatial Attention, SA) =N TRIHLERIKRAL AL, TERL “RAENYSR - 4EFEIRAL - R R Mt &
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Figure 1. EFF-UNet network architecture
1. EFF-UNet Mg 45+

3.2. EFF &3t

TEEZ G EUES T, FHERA R BT 70BN IR %S U-Net KA A0H
TEBR RS IL T gl AR R B AR S R AR ERE MRS, EIUE ML G =0 Bk, 2
W HIREE L BAERE R BSOS, FHRPHES SIANGSGESIIRER: Rk, FHEmsE
I FR R Z 0S5 A IR R I 8, S EUL B BRHES AR w5, RS AR IHH
AL B o 5 T SRS, M DA A2 I R S 1 75 R

BEwh R ), AHIE ST T b AR AL B A (Efficient Feature Fusion, EFF)BEH . iZ R HGMAE “ %
HREAIMESREAR” M 0HEE, BESISHEENRIEERME. W& 2 s, EFF BHCKH S
BR4E MY, MUk 58 YE 2 /7171 (Enhanced Attention Gate, EAG). 1= 2 il i v & /) (Efficient Channel Attention,
ECA) 173 )3 7 /1 (Spatial Attention, SA)H &, TEM T —5 “HRRMEAAL - 4EFEINAL - 25 R R A7 13X
PATE: EAG B St 1 1 1 HLH, A BEMHIIE 61 SRR AR e S, 52 2 5 T ROBEAFAE (1915
X—8tk; ECA 5 SA R4y Jill W3 18 2k 15 A 2% 17 4 SRR REAT XU RS AIAb vfE,  7E Ak S BRI 36
IEIIEIRE, AP AR R MEETE CRUE R R Al & ORI R, el T S HE 5 H a2k
B, RO TR RUAE BHRAZ BRI 5 T I i s

EAG #HUZ EFF BRI AT BARFER SR BT, FE TSR T I(AG)BUE T K, OB IRMES AG i
HE AR BORAOMIE BRI . BRI R SR 2 B FA(GroupConvay) & A% Ge B AT 4L N
RRIERRE, AN 32, 40 A A LB I KR AE B 08 2 2H AT T, TECRFFRRAE R IA B8 /1 1 A B
REARTI A . MR TR T, X G i 25 18 Ik Bk A T B i3 AR 2 VAR AE () R RS 2 E R
BV 5 2 U0 SURFIE(9) 73 A HEAT 73 A AR 6B 3 — L (BN) I ReLU BuE #1F, 15342 /5 HORFAE Wy
Wy, THEISFE A RQ) Q)R-

W, =ReLU(BN(GroupConv,, (g))) AR

W, =ReLU(BN(GroupConv,, (x))) AR(Q)
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Figure 2. EFF module
[E 2. EFF &g =507

T4t Attention Gate fEHI 1 1 x 1 i, EAG RHZM 1% G = 32 M- &M 3. XA iRit
W% LB T FEALTE 512 x 512 w7 kR CT KR 4, Fr#EB RS HEDEELCT )7 08K, 1
PHERRER T ST R FR I UG, KRB RN = ANESE R TR, VIR ORFREC R
(ROHERIE T, 96 A2 I PR SEI 2 BT AR 75 5K

NEENR R R UCRFEAR SCMER G5 I PR BRI AL IR R, 51 NBRZZ ML, SHIC)E R IEBEAT LR T
3L Sigmoid I BRHUAE AT B I, SRR IRHEREAT B IR AU SR, fe ka0 I 5 AR
BRI AXE)PUR:

EAG(g,x) = Xx (1+ Sigmoid(ConvM (ReLU (W, +W, )))) AR(3)

3.2.1. BmYBEEESI(ECA)

ECA iy 5 7Ei8 i G LM A R0 b N SOOREE,  SEPURHIEEE BCE 1) B 1& N B . 5 S0EEE
BANGIAFE, ECA WA T Alae R8UE B R RIIBELEEAE, Hm ok o S ) B b B g . Bk, 1
Bttt Ja BURRAE BT HAT 42 R F 27K (GAP) 5 42 & B Kb AL (GMP) , 75 R 45 2 1R1 4 FE A [R i SR A
JRIBIE G HRRE: BEJS, B — 4858 (Convld) 7E CRFFIEIE 4E AR AT T, R A B J8 1 W) (1) J=3 3040
BRI R 2, 2 Sigmoid R A0S AR BRI 5 R 1) St JE R REAE B AT 2 SR A
X RS T RRIE R R HE, RN TR BT S B O E B O IE, R T U RRRAE T
£
3.2.2. ZBEEERS

9 e SR A R R A R, 2% ) VE 25 7 (SA) K i 70 ik — Bl HUSAIE [ N ) 2% DR B 6 2R
DA H AR DX I 58 A R IE o 2RI 2 ECA RSP I s i J5 IR BVE ot N, 38 3 ) 2 1) 4 g sk
ITIRFE G R AL, 2E R AR 38 0 B B (W 28 1) R R . 7R AR R B v ) A A 6t
[ 2 A% v 9 1 B H A7 2% B [X 38 (Region of Interest, ROIY, 111 i S 45 1A R4 7 7 e 7 & JEAH %
M0 8 IR A E B 5 i N RHIESET 2 70 2 A3 36 (Element-wise Multiplication), SA FEESZIL T %f
FROEE )2 (A, W3R TRHIERI S (B 38 70, R JEaor B a4t TR miu A 5 EE L.
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4. SRR SHR
4.1, SCIRIRER

SEBGE T PyTorchl.11.0 AEALSEHL, #:4E R4 A Ubuntu20.04, Python R4y 3.8 Jix4x, CUDA Ay
11.3 LA, GPU XH—% NVIDIA GeForce RTX4090D. SZU6Z ¥ & : epoch iy 100, batchsize 4 16,
% >) %74 0.00001, KH Adam fiftgs.

4.2. WIESE

R SI6# 4 45°% Fl DIRCADD-01 (3D Image Reconstruction for Comparison of Algorithm Database) (4
£ 119215 Rennes K5 HIBE t N A B, B8 1ok B AN AR R ¥ 20 AN 91 1) CT 442544, J5 5224 1.0 mm~4.0
mm, WD) KN 512 x 512, HURTE 1 51 46 Z ). % BRI 4 5 AR B Tisxsd G Hh AN ) 25
BCH AT TR BT AUE ) R DL S N SR . SRz AGRE D), JRER S AN AR
T ke REBWERZENEHENE, RSO TG FVEBEIZR IR AR DUCE 265 50 1) 5 AT T2
PEIGSR[9]. SCHRA T RENLEEY . BENLK VB B . S 70 RO FE 2R T DY T 77 3200 B i A\ 199 265
PIIIERREAS S AR AT AL B, FF 185 g 2 8 IR A B A e S 2R A B IS N . e f5 193] 1639
SRINGREAR, FHIEIR 7:1:2 L BRI AU ZREE[10] (1147 5K), ZRIEHE(164 5K), WA (328 5K).

4.3. HEEH

JHIE BB 7> FIAESS B33 2K bR HOHE DA RIS R 2R AN P4 L 3 57 03 RUASTRERf SRR AIE X 20 AN 2
. B4 0y A8 XA 2R (BCELoss) B RE G fif o FEE VI % Il R, RG] 2 2% MG A iy st (D X 3a) 5 1
s I H ) I FEABCR 2 UK, 5 R EUSEA w [7) TN 2 #5281 Dice 4512k B REE A THE TN X 180 5
FLSEIX e i) E S R AL LT, (BRI 5 R IR R, SRR SRR e M . e 7y FK
FE. e B 5 IIg e, A SCR A Dice #8558 SURBH R B & R SR 3L, R KIEW
K BR B ELAME S SR TSR P DAk 7 FUPE RE . TR A BV BRI B O -8B /2. LA Dice 45
KAET, MK ESEANR, RILFFEIMERTE: DS SUBIR R D, AR BEAL R, R
R RSB WS R, B AR R RG, EECUISRA R B A 75 oKk . IR AR R ik
KA K@) Frr:

Lot = A4 X Lpice + 42 % Lee ~A(4)

BIRETUR( Loy )~ PUERH( A )~ Dice 1R ( Ly, )s S XIFHR(Leg ), BARBERREE 4, 4,
TR G PR RIS S HRE .
4.4. VEEH

RNTE VS AT AR AE AT G 0 EUT A T PR RE, AW TR EL 1R A B 4 B i H 1 Dice
AHALL % (Dice Similarity Coefficient, DSC)F1-F- 1458 I Lt.(mean Intersection over Union, mloU)f A% O PFAf

fibr. L, DSC EZ T RN ) FIFME 5 K Sehr2(Ground Truth) Z 8] (4R S AH1LLE . DSC 1)
T A 20E XA G) R

Hr, MFBERTIMEGRRIES, N RRtREERERGRN%ES . DSC IPUEERIN[0, 1], HA ik
LT 1, RTINS RS SARMER B S OB, O AR Y 7 F P e DB
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mIoU 27 Tl 45 S5 b bl 1 20 4 15 TR AR AL, P39 58 T PUIRMEEOR FOR T 45 SR 5 i
PRAE R A R, R BIVERERLS . TR SOF BRI A SN A K (6) R
IM NN
MUN|

I B R G 5 R AR R A A RN A, MR MR, (L 1 WY
Oy TR, 2 R 7 TR e S A% O BN Fi AR o

4.5. SCIRERRHT

N T AT B WIS IR TR EFF-UNet BERUAE PR 27 BB 3 B 55 (0 e S e, ASwEse sttt
TR FESRTG: o SEIG G E T BE A B U R AT AR R SO 4 S A £ 9 Bk v (Baselines) , FLAA LA -
VRN EE AT ) U-Net i 35 AR LA RFAE RS & R U-Net++. 51 NFRZE 52 S AL BLINTAR 9 2% £ ResUNet,
PSR 1143 L 4 SRR AE 01 E A6 711% Attention U-Net. Bt FiR = A A 7E [A) — SEI0 AT R A )
XL, BRIl EFF-UNet fE4FHESE IS 20 SR MPERESE T . BARSEIR A R IR 1 s

mloU =

Table 1. Comparison of segmentation performance of different models on liver
tumor CT images
F 1. FREMEEZERTIE R CT Big LA D EIMERETEL

Method Dice Score (%) MloU (%)
U-Net 62.17 52.46
U-Net++ 68.32 58.63
Attention-U-Net 70.35 67.95
EFF-UNet (Ours) 72.36 69.32

FEAil U-Net B84 TR AERE-G LA R 5, Dice #3700 62.17%. 898 U-Net++£1 ResUNet i i 4514
Ak ¥ Dice $2 T4 68%~69%I[X [A], {H7E AL HEfRT i) Z 40T 75 S A /2 o Attention U-Net 1| F V2 7 0L
SEPLT 70.35%(1) Dice 343 Fl 67.95%1) mloU.

AIELZ N, A SCHEH ) EFF-UNet SEEL T 72.36%(1) Dice 754311 69.32%1] mloU. 5 XA HE 7% Attention
U-Net #HEL, Dice A1 mloU 4342 T+ T 2.01%F1 1.37%; 5HHuE U-Net #HEL, Dice $2THIEE 5 & ik
10.19%. X—£550A S HIE W] T EFF BEETE 2 RBEHRFE b & 5 715 S s i 7 i i e 3s,  REREAT N0t
JHF b8 3 B v B RSN BT ARAS I ) Pk Ak

4.6. BB FEGRIH

46.1. SEIGLERATML

N7 B HIRN PP R 7 S R A3 5 R I FIRRE, ANSCHE 3D-IRCADb-01 MR 4E EikfT T
AR FCIGAIE (] 3 BToR) o Ik xot b 2 48 0T DU I, AR SCHT 07 VA A B0 R AR X 38 K% /I fe
FERTLLI R A, RGTIR T ARG8T IR ME LU 5 A A 5 R 1 R BR

4.6.2. GitBEMS

N T BAE EFF-UNet #5801 RESETH IR E PEAIRL 21, A F0x MIRER (1 B A U0 &5 Rk AT T St
S2AHE, WA 4 iR, EFF-UNet 76 Dice ARV R EUR mloU #5/M% CodBbn B35 5 2 A0 06 ELARE TR, 5 e
BRI EL: AHLL T R4S U-Net, EFF-UNet [¥] Dice $8ArM 62.17% KigHETH % 72.36%, FLXT t K40 WoR
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Figure 3. Segmentation results of the network model

Bl 3. MZRRSEIER

CARTFEEWEZE MG E Y, XA AHAE T EFF SOl om R e R &, 7O 1 HER 4% 1E 2%
TR NSRRI S, 5RO 55N TER VLT Attention-U-Net (Dice 70.35%, mloU
67.95%)AH L, EFF-UNet fKZRSZHL T 2.01% MK FE S . Fiit b s 3 p [/ 0.05, XK EFF £
e CRPAEIGAY - ZEREINRL - A SRAR” Itk sCuevt,  bUsR— B3R R T T 1ML (AG) R TE A R iR il
/NI . dER AR e IR ZEFE R EFF-UNet [ b5 #E % (Standard Deviation) X ¢ /N, [ ik T #5278
FE 403 3D-IRCADb-0 #4545 A [7] 95 451 ik B A7 S8 i (1) B A

80 -

o
o

Score (%)

N
o

20 A

[ Dice Score (%)
= mloU (%)
L

U-Net U-Nets+ Attention-U-Net EFF-UNet

*p < 0.05 vs Attention-U-Net; *** p < 0.001 vs Baseline U-Net

Figure 4. Comparison of segmentation performance with statistical significance
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5. FERMES TR

I BRI ER A 3 B« ST X B VR ZE K IR SR AT I8 3 A L, B DL 3755 oo B v AN ERAR
PN IEZ (U 5 FoR): MR AR AL TP IEA 2, RIMEA EFF BB o a3 (6] G L,
HI T T R A SR 2R AMRIR T e el WhER L R Ah, B G R BN R &

[RIaE 73 BT AE DEER

Figure 5. Loss of extremely small lesions

B 5 RiIMEREES

B ERRERYE, R ORBEFH MLL RN FETT: 51 Transformer 43R %% UNETR 242
W, ¥REIE EFF BRI A EERE AL, DU K IR B IR MDE R, B TR AL AR T e 1
TRHAERE /7. AR BB b AR PO E R5L, 2851\ Focal Loss LA AR TR S sk 431 A<
CHVSC TR D B, 3 — AR T4 BURS FE 1) L IR

6. 4B

AW IR AT B2 AR U R CT UK ARG 8 0 BUMERE, XL S8 U-Net S ARIALERS R
FRAIE fl G R T A AR I SCISYE « RRAETU AR DA R BRI R VE FEAS R &5 ), 3 1 — Bl iR N 5 RUCRHE
Rl (EFF)RSEH IR eSOk 2R PR 152 2 5 IR 28 4244 .- EFF-UNet.

EFF-UNet [ 8% o835 76 T EL Wb RE B NI EFF B, BB 8 i T 350 vE 2% /11 142 (EAG).
ROBTE Y 5 (ECA)FIZS (B33 = 1 (SA) =R, M T “RRAEE L - 4EREINAL - 2 [a) S AR i it SXUF
TEFAZHER . EAG BLHUE T SOk 1 T 3L, G OG5 T 85 REERFIER TS X — 8k, 17 ECA 15 SA itk
) JATER T R 2 [V 24 P R RFAE AT T DU RS 40 AL AL

7t DIRCADbD-01 ##i4E I e &S 96 25 A Jy HE i 1 BB 20 () A5 e AR AR i . EFF-UNet £
RIZE ROV FE bR 3R T 035 U-Net. U-Net++71 Attention U-Net 75 P 140 i 7y B 6 uE . HAKTT =,
EFF-UNet ] Dice LR E(DSC)IAR] T 72.36%, P38 FE(mloU)iAH] 69.32%, M T IRAMLHA At-
tentionU-Net, DSC 1 mloU 43 5523 T 2.01%A1 1.37%MIHRTF. W7t 4% BAESE, EFF-UNet 224805 5 2%
ST AR CT BRI 3 TS B2 5 B i, AR ol e xof T340 FASERY) A il N b i R0 BoAT B 0%

SE

[1] At BT ok U-Net (R R EHR - #IB0ED]. H Tt LFR, 2025, 33(10): 192-196.
[2] Ni, Y., Chen, G., Feng, Z., etal. (2024) DA-Tran: Domain Adaptive Transformer for Multi-Phase Liver Tumor Segmen-
tation. Pattern Recognition, 150, Article ID: 110233.

[3] Yang, Y., Sato, M., Jin, Z. and Suzuki, K. (2025) Patch-Based Deep-Learning Model with Limited Training Dataset for
Liver Tumor Segmentation in Contrast-Enhanced Hepatic Computed Tomography. IEEE Access, 13, 86863-86873.
https://doi.org/10.1109/access.2025.3570728

[41 B, KX, BT, & RESEIEREME CT G2 EI RN HR]. JbstEYEE TH, 2023, 42(3): 308-
314.

DOI: 10.12677/airr.2026.151031 326 PNER ST IR YN


https://doi.org/10.12677/airr.2026.151031
https://doi.org/10.1109/access.2025.3570728

Mg %

[5] Ronneberger, O., Fischer, P. and Brox, T. (2015) U-Net: Convolutional Networks for Biomedical Image Segmentation.
In: Navab, N., Hornegger, J., Wells, W. and Frangi, A., Eds., Medical Image Computing and Computer-Assisted Inter-
vention—MICCAI 2015, Springer International Publishing, 234-241. https://doi.org/10.1007/978-3-319-24574-4_28

[6] Oktay, O., Schlemper, J., Le Folgoc, L., et al. (2018) Attention U-Net: Learning Where to Look for the Pancreas. arXiv:
1804.03999.

[71 Alom, M.Z., Hasan, M., Yakopcic, C., et al. (2018) Recurrent Residual Convolutional Neural Network Based on U-Net
(R2U-Net) for Medical Image Segmentation. arXiv: 1802.06955.

[8] Hatamizadeh, A., Tang, Y., Nath, V., Yang, D., Myronenko, A., Landman, B., et al. (2022) UNETR: Transformers for
3D Medical Image Segmentation. 2022 IEEE/CVF Winter Conference on Applications of Computer Vision (WACV), Wai-
koloa, 3-8 January 2022, 1748-1758. https://doi.org/10.1109/wacv51458.2022.00181

[91 TAHP. HET ok U-Net B CT BUE 7 B 58 AR [D): [A L 2= A0e 53], B3 il TREBR KA, 2024.

[10] fi. BT BN S 1) B R E A B 4 A B B R R AR [D: [ L A 5] T TR, 2023.
DOI: 10.12677/airr.2026.151031 327 N R 5 P28 N5


https://doi.org/10.12677/airr.2026.151031
https://doi.org/10.1007/978-3-319-24574-4_28
https://doi.org/10.1109/wacv51458.2022.00181

	基于改进U-Net的肝脏肿瘤图像分割算法
	摘  要
	关键词
	Liver Tumor Image Segmentation Algorithm Based on Improved U-Net
	Abstract
	Keywords
	1. 引言
	2. 相关技术发展
	U-Net网络发展

	3. 改进U-Net网络模型
	3.1. EFF-UNet网络
	3.2. EFF模块
	3.2.1. 高效通道注意力(ECA)
	3.2.2. 空间注意力


	4. 实验分析
	4.1. 实验环境
	4.2. 数据集
	4.3. 损失函数
	4.4. 评估函数
	4.5. 实验结果分析
	4.6. 模型分割结果分析
	4.6.1. 实验结果可视化
	4.6.2. 统计显著性分析


	5. 局限性与讨论
	6. 结语
	参考文献

