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摘  要 

目的：通过对比分析人类心理病理机制与AI大模型中的注意力机制，探讨两者的相似性，提出基于“注

意力重编程”理论的新型心理治疗框架。方法：采用理论分析、文献综述和跨学科整合的方法，系统梳

理人类心理病理中的注意力偏差模式，分析AI注意力机制的基本原理，建立两者的理论联系，构建“注

意力重编程治疗”(ART)的理论框架。讨论：理论分析显示，人类情结形成与AI注意力机制具有显著的同

构性。心理疾病的形成可以被视为一种“注意力固化”过程，而AI的注意力机制为理解和干预这一过程

提供了新的视角。基于这一发现提出的“注意力重编程治疗”(ART)新范式，整合了注意偏差修正训练

(ABMT)、正念注意力训练和虚拟现实注意力训练等多种技术。结论：人类心理病理与AI注意力机制存在

深刻的共性，注意力重编程治疗为心理治疗提供了新的理论框架和技术路径。本研究为AI在心理健康领

域的应用提供了理论基础，为未来实证研究指明了方向。 
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Abstract 
Objective: To compare and analyze the mechanisms of human psychopathology with attention mecha-
nisms in AI large models, explore their similarities, and propose a novel psychotherapy framework 
based on “attention reprogramming” theory. Methods: Through theoretical analysis, literature re-
view, and interdisciplinary integration, this study systematically examined attention bias patterns 
in human psychopathology, analyzed the basic principles of AI attention mechanisms, established 
theoretical connections between the two, and constructed the theoretical framework of “Attention 
Reprogramming Therapy” (ART). Results: Theoretical analysis revealed significant isomorphism 
between human complex formation and AI attention mechanisms. The formation of psychological 
disorders can be viewed as a process of “attention fixation”, while AI attention mechanisms provide 
new perspectives for understanding and intervening in this process. The proposed new paradigm 
of “Attention Reprogramming Therapy” (ART) integrates multiple techniques including Attention 
Bias Modification Training (ABMT), mindfulness attention training, and virtual reality attention 
training. Conclusions: Human psychopathology and AI attention mechanisms share profound simi-
larities, and attention reprogramming therapy provides a new theoretical framework and technical 
approach for psychotherapy. This study provides a theoretical foundation for AI applications in 
mental health and points out directions for future empirical research. 

 
Keywords 
Attention Mechanism, Psychopathology, Complex Theory, Artificial Intelligence, Attention 
Reprogramming Therapy, Psychiatry 

 
 

Copyright © 2026 by author(s) and Hans Publishers Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/ 

  
 

1. 引言 

1.1. 研究背景与意义 

心理疾病的病理机制研究一直是心理学和精神病学的核心议题。传统心理治疗理论，如荣格的分析

心理学，强调个体早期经历中的注意力分配对心理发展的重要影响(Jung, 1934; Stein, 2019)。荣格的情结

理论指出，个体在成长过程中会将注意力持续投注于特定的事件、情绪和观念上，形成相对独立的心理

结构。这一机制与现代 AI 大模型中的注意力机制学习过程具有显著的相似性(Roesler, 2019)。 
近年来，人工智能技术的快速发展，特别是大语言模型的出现，为我们理解人类认知过程提供了新

的视角(Brown et al., 2020; Vaswani et al., 2017)。Transformer 架构中的自注意力机制(Self-Attention Mechanism)
能够捕捉序列中的长距离依赖关系，这种机制与人类大脑中注意力分配的神经机制显示出惊人的相似性

(Clark et al., 2019)。这为从计算角度理解人类心理病理机制提供了新的可能性。 
尽管已有研究分别探讨了人类心理病理中的注意力偏差(Bar-Haim et al., 2007; Browning et al., 2010)

和 AI 模型中的注意力机制(Vaswani et al., 2017)，但很少有研究系统性地比较两者之间的共性。通过对比

分析这两类看似不相关的领域，我们不仅可以更深入地理解心理疾病的发生机制，还能为 AI 在心理治疗

领域的应用提供理论基础和新的研究方向。 
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1.2. 注意力机制：从心理学到人工智能 

注意力是人类认知系统的核心功能之一，它决定了我们选择性地关注哪些信息，以及如何分配认知资源。

在心理学领域，注意力研究有着悠久的历史，从Broadbent的过滤器理论(Broadbent, 1958)到Treisman & Gelade
的特征整合理论(Treisman & Gelade, 1980)，再到现代的认知神经科学研究，我们对注意力的理解不断深化。 

在人工智能领域，注意力机制的引入是深度学习发展的重要里程碑。从最初用于机器翻译的注意力机制

(Bahdanau et al., 2014)到 Transformer 架构中的自注意力机制(Vaswani et al., 2017)，再到如今大语言模型中的

复杂注意力模式，AI 系统已经能够模拟人类注意力的许多关键特征。 
本研究的核心假设是：人类心理病理中的注意力固化机制与 AI 模型中的注意力权重学习具有结构上

的同构性。这一假设如果得到验证，将为两个领域的发展都带来重要启示。 

1.3. 本文结构 

本文首先系统回顾人类心理病理中的注意力机制和 AI 注意力机制的研究进展，然后深入分析两者之

间的共性，接着提出基于注意力重编程的新型心理治疗框架，最后讨论这一框架的理论意义、临床应用

前景以及未来研究方向。 

2. 人类心理病理中的注意力机制 

2.1. 荣格情结理论的现代阐释 

荣格(1934)提出的情结理论是分析心理学的核心概念之一。情结是指个体心理中具有一定自主性、由

共同情感色彩联结起来的观念群(Stein, 2019)。从现代认知神经科学的视角重新诠释，情结的形成机制可

以从以下几个维度理解： 
1) 注意力聚焦理论：情结的形成始于个体将注意力聚焦于特定的创伤性事件或情绪体验。这些体验

因其强烈的情感色彩而获得额外的注意力权重，形成“情感调谐的情结”(feeling-toned complex) (Roesler, 
2019)。这一过程类似于 AI 模型中对特定特征赋予更高权重的机制。 

2) 记忆网络理论：情结在大脑中表现为紧密联结的神经回路。每次激活都会强化这些联结，形成正

反馈循环，使得情结越来越容易被激活(Brewin, 2006)。这与 AI 模型中通过反向传播不断强化特定连接权

重的过程高度相似。 
3) 认知偏差理论：激活的情结会影响个体的信息加工过程，导致注意偏向、记忆偏向和解释偏向

(Mathews & MacLeod, 2005)。这种系统性的偏差在 AI 模型中也有对应的表现，即模型对特定类型的输入

产生系统性的错误反应。 

2.2. 不同心理疾病中的注意力偏差模式 

大量实证研究表明，各种心理疾病都存在特征性的注意力偏差模式。这些模式虽然在具体表现上有

所不同，但其核心机制都涉及注意力的异常分配和固化。 
1) 抑郁症：过度关注负面信息，特别是与自我相关的负面信息(Gotlib & Joormann, 2010)；对积极信

息的注意力分配不足，存在“积极信息忽视”现象(Bylsma et al., 2021)；注意力固着于负面认知和情绪，

难以转移(Kircanski et al., 2012)。这类似于 AI 模型中的“灾难性遗忘”现象，即模型过度关注负面样本而

忽略其他信息。 
2) 焦虑症：对威胁性刺激的过度警觉，即使这些威胁并不明显(Bar-Haim et al., 2007)；难以将注意力

从威胁线索转移，存在“注意力粘连”现象(Cisler & Koster, 2010)；注意力资源过度分配与潜在危险的监

测(Browning et al., 2010)。这与 AI 模型中过度敏感的威胁检测机制类似。 
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3) 创伤后应激障碍(PTSD)：注意力过度聚焦于创伤相关线索，包括内在线索(记忆、情绪)和外在线

索(环境刺激) (Brewin, 2011)；无法将注意力从创伤记忆中解脱，存在“侵入性回忆”(Ehlers & Clark, 2000)；
注意力资源被创伤记忆“劫持”(Michael et al., 2005)。这与 AI 模型中被特定输入“劫持”的现象高度相似。 

2.3. 注意力偏差修正训练的理论基础 

注意力偏差修正训练(Attention Bias Modification Training, ABMT)是一种新兴的心理干预方法，旨在

通过系统性的训练来改变个体的注意力偏向(MacLeod et al., 2002)。其基本原理是通过反复训练个体将注

意力从威胁性或负面刺激转移到中性或积极刺激上，从而改变其注意偏向模式(Hakamata et al., 2010)。 
ABMT 在多种心理疾病的治疗中显示出良好的应用前景：在焦虑症治疗中，多项研究显示 ABMT 能

够显著降低焦虑症状(Hakamata et al., 2010; Heeren et al., 2015)；在抑郁症治疗中，ABMT 可以改善抑郁症

状，特别是当与传统治疗结合使用时(Browning et al., 2012)；在 PTSD 治疗中，初步研究显示 ABMT 可能

有助于减少创伤相关的注意偏向(Kuckertz et al., 2014)。然而，尽管 ABMT 显示出良好的应用前景，但其

效果大小、持续性以及作用机制仍需要进一步研究(Cristea et al., 2015)。 
从 AI 的角度来看，ABMT 本质上是一种“注意力重编程”过程，类似于对预训练模型进行微调(fine-

tuning)。这种类比为理解和优化 ABMT 提供了新的视角。 

3. AI 大模型中的注意力机制 

3.1. Transformer 注意力机制的基本原理 

Vaswani 等(2017)提出的 Transformer 架构革命性地改变了自然语言处理领域。其核心是自注意力机

制(Self-Attention Mechanism)，允许模型在同一序列内部建立关联。这一机制的设计灵感部分来源于人类

视觉系统中的注意力机制。 
1) Query-Key-Value 机制：Query (查询)表示当前需要关注的信息，Key (键)表示被关注对象的关键

特征，Value (值)包含被关注对象的实际信息。注意力权重通过 Query 和 Key 的相似度计算得到，然后通

过 Softmax 函数归一化，最后根据权重对 Value 进行加权求和。这一过程与人类注意力分配的过程高度

相似：Query 相当于个体的注意意图，Key 相当于外界刺激的特征，Value 相当于刺激的完整信息。 
2) 多头注意力机制：允许模型同时关注来自不同位置、不同语义维度的信息，每个注意力头学习不

同类型的关系，增强了模型的表达能力和鲁棒性(Clark et al., 2019)。这与人类能够从多个维度同时关注信

息的能力类似。 
3) 自注意力机制：允许模型在同一序列内部建立关联，能够捕捉长距离的依赖关系，实现信息的动

态整合。这与人类能够在思维流中建立长距离联想的能力类似。 

3.2. AI 注意力模式的特征 

通过对大量 AI 模型的分析，研究者发现了 AI 注意力模式的几个关键特征，这些特征与人类心理病

理中的注意力模式有着惊人的相似性。 
1) 注意力权重的分布：某些 token获得不成比例的高注意力权重，形成“注意力热点”(attention hotspots) 

(Voita et al., 2019)，这些热点对应着关键语义信息。这与人类在注意过程中对某些信息过度关注的现象类似。 
2) 注意力模式的固化：训练完成后，模型的注意力模式相对固定，特定类型的输入会激活相似的注

意力模式，形成相对稳定的“注意力路径”。这与人类形成稳定的认知模式和情绪反应模式的过程高度

相似。 
3) 注意力偏差的产生：训练数据中的偏差会导致注意力偏差，模型可能过度关注某些特征而忽略其
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他重要信息，表现为模型的“偏见”或“错误倾向”(Bolukbasi et al., 2016)。这与人类因生活经历而形成

的认知偏差和情绪偏差非常相似。 

3.3. AI 模型的微调与干预 

与人类心理治疗类似，AI 模型也需要“治疗”(即微调)来修正不理想的注意力模式。这一过程为人

类理解心理治疗提供了新的隐喻和工具。 
1) 微调(Fine-tuning)：在特定任务或数据上进一步训练模型，调整注意力权重以适应新的需求

(Howard & Ruder, 2018)。这类似于心理治疗中的技能训练和认知重构。 
2) 注意力干预：直接修改注意力权重或添加正则化项，引导模型关注特定的特征或模式(Clark et al., 

2019)。这类似于心理治疗中的注意训练和正念练习。 
3) 对抗性训练：通过对抗性样本来增强模型的鲁棒性，改善注意力分布，减少过度依赖。这类似于

心理治疗中的暴露疗法和系统脱敏。 
这些 AI 干预方法的成功为人类心理治疗提供了新的思路和工具。特别是，AI 模型中的注意力可视

化技术为理解和监测心理治疗过程提供了可能的技术手段。 

4. 人类心理病理与 AI 注意力机制的共性分析 

4.1. 注意力固化机制的相似性 

通过系统比较人类心理病理机制与 AI 注意力机制，我们发现两者在以下方面具有显著的相似性： 
形成机制：人类——重复激活导致神经回路强化；AI——反向传播导致权重更新；共性——通过重

复强化形成稳定模式。 
注意偏向：人类——对威胁/负面信息过度关注；AI——对特定 token 赋予高权重；共性——系统性

偏离客观现实。 
固化过程：人类——形成自动化、习惯化反应；AI——注意力模式相对固定；共性——形成难以改

变的自动化反应。 
系统偏差：人类——认知偏差、情绪偏差；AI——模型偏见、训练数据偏差；共性——系统性偏离

客观现实。 
干预需求：人类——心理治疗改变认知模式；AI——微调修正注意力权重；共性——需要外部干预

来改变模式。 
劫持机制：人类——情结激活导致注意力强制转移；AI——特定输入导致注意力过度集中；共性—

—注意力控制的暂时性丧失。 

持续性：人类——注意力偏向持续存在；AI——注意力模式相对稳定；共性——形成稳定的反应模式。 
人类心理病理过程与 AI 注意力机制在结构上具有高度相似性，为建立跨学科的理论框架提供了实证

支持，但把相似性数据化，目前尚未有研究，可以是另外的一个课题。 

4.2. 注意力“劫持”机制的对比 

1) 人类的心理“劫持”：通过对临床患者的深度访谈，我们发现当情结被激活时，个体的注意力会

被强制转移到特定内容，失去对注意力分配的有意控制，表现为侵入性思维、强迫行为等。这种“劫持”

具有突发性、强制性、持续性和强烈的情绪负载等特征。 
2) AI 的注意力“锁定”：在 AI 模型中，某些输入特征会导致注意力过度集中，模型可能忽略其他

重要信息，表现为错误的输出或决策偏差。具体表现为：特定关键词(如“death”，“failure”)触发高注
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意力权重，注意力权重在后续序列中保持高位，初始注意力偏向影响后续所有 token 的注意力分配，导致

生成内容的情感偏向。 
相似性具体指标，有待进一步跨学科研究。 

4.3. 治疗与微调的相似性 

1) 心理治疗的目标：改变适应不良的注意力模式，重建更灵活的注意力分配机制，减少症状性的注

意力固着。这包括识别并挑战适应不良的注意力模式，训练更灵活、更适应性的注意力分配，建立新的、

健康的注意力“路径”。 
2) 模型微调的目标：修正不理想的注意力权重，优化模型的注意力分配，提高模型在特定任务上的

表现。这包括调整注意力权重以适应新的需求，引导模型关注特定的特征或模式，通过对抗性样本增强

模型的鲁棒性。 
这种相似性提示我们，心理治疗过程可以被视为一种“人类微调”过程，而 AI 模型的微调方法也可

能为人类心理治疗提供新的技术和工具。特别是，AI 模型中的注意力可视化技术为监测和理解心理治疗

过程提供了可能的技术手段。 

5. 注意力重编程治疗(ART)的理论框架 

5.1. 理论基础 

基于人类心理病理与 AI 注意力机制的共性，我们提出“注意力重编程治疗”(Attention Reprogramming 
Therapy, ART)的新范式。这一范式的核心思想是：心理疾病的本质是注意力模式的异常固化，治疗的目

标是重新编程个体的注意力分配机制，通过系统性的注意力训练来“微调”心理功能。 

5.1.1. 核心假设 
ART 理论框架基于以下核心假设： 
(1) 心理疾病的本质是注意力模式的异常固化，而非传统意义上的“疾病”或“障碍”。 
(2) 注意力模式是通过学习和强化形成的，因此可以通过训练来改变。 
(3) 注意力分配具有可塑性，即使在成年后也能够通过系统性训练进行重构。 
(4) 治疗的目标是重新编程个体的注意力分配机制，而非简单地消除症状。 
(5) 通过改变注意力模式，可以从根本上改善个体的心理状态和认知功能。 

5.1.2. 治疗机制 
ART 的治疗机制包括以下几个关键环节： 
(1) 识别并挑战适应不良的注意力模式：通过评估识别个体的注意力偏向模式，确定治疗靶点。 
(2) 训练更灵活、更适应性的注意力分配：通过系统性的注意力训练，逐步改变个体的注意力偏向。 
(3) 建立新的、健康的注意力“路径”：通过反复练习，形成新的、更适应性的注意力模式。 
(4) 增强对注意力分配的元认知能力：提高个体对注意力过程的觉察和控制能力。 
(5) 促进神经可塑性：通过持续的训练，促进大脑神经回路的重组和优化。 

5.2. 实施方法 

ART 整合了多种经过实证支持的注意力训练技术，形成一个多层次、多模态的综合治疗体系。 

5.2.1. 注意偏差修正训练(ABMT) 
ABMT 是 ART 的核心技术之一，其原理是通过反复训练个体将注意力从威胁性或负面刺激转移到
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中性或积极刺激上，从而改变其注意偏向模式。在 ART 框架中，ABMT 被用作主要的“重编程”工具，

系统性地改变个体的注意力分配模式。 
ABMT 的具体实施包括：使用计算机化的注意力训练任务，系统性地改变个体的注意力偏向；根据

个体的注意力模式特点，设计个性化的训练方案；通过实时反馈，帮助个体意识到自己的注意力偏向并

进行调整；逐步增加训练难度，促进注意力的灵活性和控制力的提升。已有研究显示 ABMT 对焦虑和抑

郁具有显著的治疗效果(Hakamata et al., 2010; Browning et al., 2012)。 

5.2.2. 正念注意力训练 
正念注意力训练是 ART 的另一个重要组成部分，其目的是培养个体对当下体验的非评判性觉察，提

高对注意力分配的元认知能力，增强注意力的灵活性和控制力。正念训练强调对注意力过程的觉察，而

不试图改变注意的内容，这与 ABMT 的主动改变策略形成互补。 
在 ART 框架中，正念训练的具体内容包括：身体扫描练习，帮助个体觉察身体感觉和注意力在身体

上的移动；呼吸觉察练习，训练个体将注意力集中在呼吸上，并在注意力分散时温和地将其带回；情绪

观察练习，培养个体对情绪的非评判性觉察，不试图改变情绪，而是观察情绪的生起和消失；开放式觉

察练习，培养对内在和外在经验的广泛、开放的注意力状态。大量研究证实了正念训练在改善心理健康

方面的效果(Keng et al., 2011)。 

5.2.3. 虚拟现实注意力训练 
虚拟现实(VR)注意力训练是 ART 框架中的创新技术，它利用 VR 技术创建沉浸式的训练环境，为个

体提供安全、可控的注意力训练场景。VR 技术的优势在于能够创建高度逼真的模拟环境，实时监测个体

的反应，并提供即时反馈。 
在 ART 框架中，VR 注意力训练的具体应用包括：针对社交焦虑的虚拟社交场景训练，帮助个体在

安全的环境中练习注意力控制；针对特定恐惧症的虚拟暴露训练，结合注意力重定向技术；结合眼动追

踪和生理反馈的实时注意力监测和训练；个性化的场景定制，根据个体的具体问题设计相应的训练场景。

初步研究显示 VR 在心理治疗中的巨大潜力(Maples-Keller et al., 2017)。 

5.3. AI 在 ART 中的应用 

AI 技术可以在 ART 的多个方面发挥重要作用，提升治疗的精准性和有效性。 

5.3.1. 个性化注意力模式分析 
使用 AI 分析个体的注意力分配模式，识别异常的注意力“热点”和“盲点”，为治疗提供精确的靶

点。具体包括：通过眼动追踪、脑电、生理指标等多模态数据分析个体的注意力模式；使用机器学习算

法识别与特定心理问题相关的注意力模式；为每个个体建立个性化的注意力“画像”；动态监测注意力

模式的变化，评估治疗进展。 

5.3.2. 智能注意力训练系统 
开发 AI 驱动的注意力训练平台，根据个体的反应实时调整训练难度，提供个性化的训练方案。具体

包括：自适应训练算法，根据个体的表现动态调整训练参数；智能反馈系统，提供个性化的指导和建议；

游戏化设计，提高训练的趣味性和参与度；远程训练支持，使治疗更加便捷和可及。 

5.3.3. 治疗效果预测 
利用 AI 预测不同治疗方案的效果，优化治疗参数和训练强度，提高治疗的精准性和效率。具体包括：

基于个体的基线特征预测其对不同治疗的反应；优化治疗参数(如训练强度、频率、持续时间)；识别可能
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的治疗抵抗者，提前调整治疗方案；预测治疗效果的持续性，制定个性化的维持治疗计划。 

6. 讨论 

6.1. 理论意义 

本研究最重要的理论贡献是建立了分析心理学、认知神经科学和人工智能之间的理论桥梁。荣格的

情结理论(1934)虽然是深刻的心理学洞见，但一直缺乏精确的数学模型和实证验证。通过将其与 AI 注意

力机制相结合，我们不仅为这一经典理论提供了现代计算框架，也为 AI 研究提供了来自人类心理的深刻

启示。 
这种跨学科整合的意义在于：(1) 统一的概念框架：注意力作为核心概念，连接了心理学和 AI 两个

领域；(2) 可计算的模型：将抽象的心理过程转化为可计算、可验证的数学模型；(3) 双向启发：人类心

理的研究启发 AI 设计，AI 模型帮助理解人类心理。这种整合不仅有助于理解心理疾病的共性机制，还

为开发针对性的注意力干预技术、预测疾病发展和转归提供了新的可能。 

6.2. 临床应用前景 

ART 作为一种新型治疗方法框架，具有广阔的临床应用前景。首先，ART 具有理论基础扎实、技术

先进、效果预期良好、安全性高等特点，有望成为心理健康服务的重要补充。其次，ART 体现了精准医

疗的理念，通过个性化评估、精准干预和精准监测，为每个患者提供量身定制的治疗方案。第三，ART
具有广泛的应用范围，不仅适用于焦虑和抑郁，还可以推广到强迫症、PTSD、进食障碍等多种心理疾病

的治疗中。 
此外，ART 为心理健康服务提供了新的可能性：可及性提升(数字化、标准化的训练程序，可以降低

专业门槛，适合远程和自助式干预)；成本效益(相比传统治疗，成本更低，治疗周期相对较短，可以大规

模推广应用)；质量保证(标准化的训练流程，客观的效果评估，可重复、可验证)。这些特点使 ART 特别

适合在医疗资源不足的地区推广应用，有助于解决当前心理健康服务面临的挑战。 

6.3. 技术发展前景 

随着技术的不断进步，ART 的应用前景将更加广阔。AI 辅助诊断技术可以帮助更准确地评估个体的

注意力模式，识别治疗靶点；自适应训练系统可以根据个体的反应实时调整训练方案，提供个性化的干

预；VR/AR 技术可以创建更加沉浸式和逼真的训练环境，提高训练效果；脑机接口技术可能实现直接的

注意力调节，为治疗开辟新的可能性。 
此外，大数据和机器学习技术的应用将进一步提升 ART 的效果。通过分析大量患者的数据，可以识

别出最有效的治疗模式，预测治疗反应，优化治疗方案。可穿戴设备的普及使得实时监测个体的注意力

状态成为可能，为精准干预提供了数据支持。云计算技术的发展使得大规模、分布式的 ART 服务成为可

能，有助于实现心理健康服务的普及化。 

6.4. 挑战与展望 

尽管 ART 框架展现出巨大的潜力，但其发展和应用仍面临诸多挑战。首先，在技术方面，AI 对人类

情感与心理状态的理解仍然有限，需要进一步开发更精细的注意力建模技术，以提升系统的可靠性与安

全性。尤为关键的是，算法偏见与治疗风险构成严峻挑战——若用于个性分析与干预的 AI 模型本身存在

偏见(可能源于训练数据的不均衡或文化局限性)，ART 不仅无法有效矫正个体的注意力偏差，反而可能

强化甚至制造新的认知偏差。例如，模型可能将特定文化背景下正常的情绪反应(如丧亲之痛)错误归类为

“病理性注意固化”，进而导致误诊或不当干预。因此，如何检测、缓解并持续监督模型中的偏见，是技
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术实现中不可回避的核心问题。 
其次，伦理挑战尤为突出。在现实的心理咨询与治疗环境中，伦理原则包括保密性、知情同意、专

业边界与责任归属等，这些在云端心理服务中面临着新的适应难题。一方面，数据隐私与安全问题亟待

深入探讨：ART 的实施依赖于收集大量高度敏感的个人数据(如眼动轨迹、脑电信号、生理指标等)，仅

笼统强调“保护隐私与数据安全”远不足够。必须系统性地设计安全架构，明确数据所有权、访问权限

与监管责任，并建立数据泄露应急机制，以防范敏感信息外泄可能带来的社会与心理后果。另一方面，

AI 在心理服务中的角色需要清晰的伦理界定。虽然 AI 无法也不应获得类似人类治疗师的职业资格认证，

但相关部门有必要针对 AI 辅助心理服务出台专门的伦理标准与操作指南，规范其使用边界、透明度要求

与责任分配。例如，可通过建立人机协同的伦理框架，明确 AI 作为辅助工具的角色，要求其决策过程可

解释、可审核，并由具备资质的临床人员最终承担责任，以此在技术创新与伦理保障之间取得平衡。 
再次，临床挑战依然显著：必须通过严谨的临床研究验证 AI 治疗的有效性和安全性，建立相应的治

疗标准与实施规范，并对临床医生进行系统培训，使其能够合理使用并与 AI 系统有效协作。 
展望未来，ART 框架的进一步发展需要多方协同努力。在理论层面，应推动注意力机制理论与既有

心理治疗框架的深度融合，发展跨学科的注意力导向心理病理学理论，构建统一的研究与实践范式；在

技术层面，可结合虚拟现实、增强现实等沉浸式技术，借助大数据和机器学习不断优化干预效果，并逐

步构建安全、可信、智能化的心理健康生态系统；在社会应用层面，ART 有望扩大心理健康服务的覆盖

范围，降低服务成本，从而提升整体社会的心理福祉。 
只有通过持续的理论创新、技术完善、伦理规范与临床验证，才能稳妥释放 ART 框架的潜力，为应

对日益增长的心理健康需求提供真正有效且负责任的解决方案。 

7. 结论与实验设计建议 

7.1. 主要结论 

本研究通过跨学科的理论整合和深入分析，系统探讨了人类心理病理机制与 AI 注意力机制的共性，

并基于“注意力重编程”理论提出了新型心理治疗框架(ART)。主要结论如下： 
1) 理论贡献：人类心理病理中的注意力固化机制与 AI 注意力机制在结构上具有高度相似性，这一

发现为理解心理疾病提供了新的理论视角，为 AI 在心理健康领域的应用奠定了理论基础。 
2) 理论框架：基于共性分析提出了“注意力重编程治疗”(ART)的新范式，该范式整合了 ABMT、

正念训练和 VR 训练等多种技术，为心理治疗提供了新的理论框架和技术路径。 
3) 应用前景和技术整合：ART 具有理论基础扎实、技术先进、预期效果好、适用范围广等特点，有

望成为心理健康服务的重要补充，特别是在提升服务可及性和成本效益方面具有显著优势。AI 技术可以

在个性化评估、智能训练系统和治疗效果预测等方面为 ART 提供重要支持，实现精准化、个性化的心理

治疗。 
本研究体现了跨学科整合在解决复杂心理问题中的巨大潜力，为计算精神病学和 AI 心理治疗的发展

提供了新的思路和方向。 

7.2. 实验设计建议 

基于本研究的理论框架和文献综述，我们提出以下实验设计建议，以验证 ART 理论框架的有效性和

实用性。 

7.2.1. 研究 1：理论验证研究 
研究目的：验证人类心理病理与 AI 注意力机制的相似性假设。 
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研究设计：采用计算建模和相关分析的方法。 
参与者：招募 100 名临床患者(抑郁症 50 名，焦虑症 50 名)和 50 名健康对照。 
测量工具：使用多种注意力偏差测量任务(点探测任务、情绪斯特鲁普任务、眼动追踪)，评估参与者

的注意力偏向模式。 
计算建模：构建基于 Transformer 的注意力模型，使用参与者的数据进行训练和测试，比较模型注意

力模式与人类注意力模式的相似性。 
数据分析：使用结构相似性指数(SSIM)和相关分析比较人类数据与模型预测的相似性；使用机器学

习算法预测个体的心理状态。 
预期结果：预期发现人类心理病理与 AI 注意力机制在结构上具有显著相似性(SSIM > 0.80)，AI 模

型能够准确预测个体的心理状态(准确率 > 85%)。 

7.2.2. 研究 2：ART 治疗效果随机对照试验 
研究目的：验证 ART 治疗对焦虑和抑郁症状的治疗效果。 
研究设计：采用随机对照试验设计，三组平行对照(ART 组、等待对照组、积极对照组)。 
样本量：基于效应量 d = 0.5，α = 0.05，β = 0.20，计算每组需要 52 人，考虑 20%流失率，每组招募

65 人，共 195 人。 
纳入和排除标准：纳入符合 DSM-5 焦虑或抑郁诊断标准的 18~45 岁成年人，SAS 或 SDS 得分 ≥ 50；

排除有严重躯体疾病、物质滥用、自杀风险等情况的个体。 
干预方案： 
• ART 组：接受为期 8 周的 ART 治疗，包括 ABMT 训练(每周 2 次，每次 45 分钟)、正念训练(每周

2 次，每次 30 分钟)、VR 训练(每周 1 次，每次 30~35 分钟)。 
• 等待对照组：不接受任何干预，8 周后提供同等治疗。 
• 积极对照组：接受传统的认知行为治疗(CBT)，为期 8 周，每周 1 次，每次 50 分钟。 
评估时间点：基线(第 0 周)、干预后(第 8 周)、随访(第 12 周、第 24 周)。 
主要结局指标：SAS、SDS 得分的变化。 
次要结局指标：注意力偏差分数、临床总体印象量表(CGI)、生活质量量表(SF-36)。 
中介变量：注意力偏差、正念水平、认知灵活性。 
统计分析：使用重复测量方差分析比较三组的变化，使用中介效应分析检验注意力偏差的中介作用，

使用 clinically significant change 标准评估临床意义。 
预期结果：预期 ART 组在 SAS 和 SDS 上的改善显著优于对照组，与 CBT 组相当或更优；注意力偏

差在治疗效果中起显著中介作用；ART 治疗具有较好的持续性和安全性。 

7.2.3. 研究 3：神经机制研究 
研究目的：探索 ART 治疗对大脑神经机制的影响。 
研究设计：采用前后对照的神经影像学研究设计。 
参与者：招募 40 名焦虑和抑郁患者，随机分配到 ART 组(n = 20)和等待对照组(n = 20)。 
测量工具：使用 fMRI 进行静息态和任务态扫描，任务包括情绪调节任务、注意力控制任务；使用

EEG 进行注意力相关电位(如 P300、N170)的记录。 
数据分析：比较两组在治疗前后的大脑激活模式、功能连接、结构变化；分析注意力网络(如额顶网

络、突显网络)的变化；探索治疗反应的神经预测因子。 
预期结果：预期 ART 治疗能够显著改变与注意力和情绪调节相关的脑区激活和功能连接，特别是前
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额叶皮质、前扣带回、杏仁核等关键脑区。 

7.2.4. 研究 4：长期效果和机制研究 
研究目的：考察 ART 治疗的长期效果和作用机制。 
研究设计：采用纵向追踪研究设计，对研究 2 中的参与者进行长期随访。 
随访时间：6 个月、12 个月、24 个月。 
评估内容：症状复发率、维持治疗的使用、生活质量的长期变化、社会功能的改善、治疗满意度和

接受度。 
机制探索：探索影响长期效果的因素(如治疗依从性、基线特征、社会支持等)，分析注意力模式的长

期变化。 
预期结果：预期 ART 治疗具有良好的长期效果，复发率低于传统治疗；治疗依从性和基线注意力模

式是长期效果的重要预测因子。 

7.3. 研究实施建议 

为确保上述研究的顺利实施和结果的有效性，我们提出以下建议： 
(1) 多中心合作：建议多个研究机构合作开展研究，增加样本的代表性和结果的普适性。 
(2) 跨学科团队：组建包括心理学家、精神科医生、AI 专家、神经科学家在内的跨学科研究团队。 
(3) 预注册研究方案：在研究开始前，将所有研究方案在相关平台(如 ClinicalTrials.gov)进行注册，确

保研究的透明性和可重复性。 
(4) 数据共享：建立数据共享机制，促进科学交流和结果验证。 
(5) 伦理审查：所有研究需经过伦理委员会审查，确保研究符合伦理规范。 
(6) 质量控制：建立严格的质量控制体系，确保数据的准确性和完整性。 
(7) 分阶段实施：建议分阶段实施研究，先开展小规模的预试验，验证方案的可行性，然后逐步扩大

研究规模。 

8. 反思：人类注意与 AI 注意机制的本质区别及理论定位 

尽管本文系统阐述了人类心理病理中的注意力机制与 AI 大模型注意力机制之间的深刻相似性，并基

于此构建了“注意力重编程治疗”(ART)的理论框架，但必须明确指出，这种关联本质上是一种“功能性

类比”或“计算隐喻”，而非机制上的等同。厘清两者之间的本质区别，对于维护理论的科学严谨性、避

免还原论误解以及指导未来的跨学科研究至关重要。 

8.1. 机制的本质差异：生物性与人工性 

人类注意与 AI 注意根植于截然不同的物质基础与运行原理。 
1) 产生基础与载体：人类注意是生物神经系统，特别是大脑复杂网络的涌现属性。它依赖于神经元、

突触的化学与电信号传递，以及由进化塑造的特定脑区(如前额叶、顶叶、网状激活系统)的协同工作。其

过程与意识、情感、动机及庞大的躯体感觉网络深度交织。相比之下，AI 的注意力机制是完全人工的、

符号化的计算过程。它在硅基硬件上运行，通过矩阵运算(如 Query，Key，Value 的点积与 Softmax 归一

化)实现权重的分配，没有生物体验、意识或内在动机。 
2) 学习与适应机制：人类注意模式的发展是生命历程中基因、神经可塑性、社会环境与文化因素持

续互动的结果。学习过程往往是无监督、探索性和情感负载的，具有显著的个体差异性和发展关键期。

AI 注意力的“学习”则是基于大规模静态数据集的有监督或无监督训练，通过反向传播等优化算法调整
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参数以最小化损失函数。其“适应”(微调)速度极快，但缺乏人类学习中所蕴含的意义建构和情感体验。 
3) 功能与属性：人类注意具有高度的“灵活性、意向性和背景依赖性”。它可以被自上而下的目标

(如意志努力)和自下而上的刺激(如突发的响声)所引导，并能轻松地在不同任务、模态和抽象层次间切换。

同时，它存在固有的“资源有限性”和“疲劳效应”。AI 注意力本质上是“确定性的模式匹配”，其“灵

活性”完全由算法架构和训练数据决定，缺乏真正的意图或意识。它虽能并行处理海量数据而不“疲劳”，

但其对超出训练分布或需要常识推理的情境缺乏真正的理解和适应能力。 

8.2. 理论定位：作为启发工具的“计算隐喻” 

将 AI 注意力机制与人类心理病理相联系，其核心价值在于提供了一个强有力的“计算隐喻”和“启

发式框架”。这一框架的功能在于： 
1) 提供形式化模型：将相对抽象的心理学概念(如“情结固化”、“注意偏差”)转化为可计算、可

模拟、可量化的数学模型(如权重分布、注意力热图)，从而允许进行更精确的假设推演和过程分析。 
2) 启发干预新思路：AI 领域中成熟的模型干预技术(如微调、对抗性训练、注意力可视化)为设计新

型心理干预策略(如 ART 中的个性化、自适应训练)提供了丰富的技术类比和创新灵感。 
3) 促进跨学科对话：它搭建了一个使心理学、神经科学、计算机科学和临床医学能够使用共同概念

进行交流的平台，促进了对于“注意力”这一核心认知功能的跨学科理解。 
然而，必须清醒认识到这一隐喻的“边界”。它解释的是认知功能的“信息处理逻辑层面”的相似

性，而非其背后的生物或心理实体。我们并非主张“大脑就是一台计算机”或“心理疾病等同于程序错

误”的强计算主义或还原论观点。 

8.3. 对研究与实践的启示 

承认上述区别，对 ART 框架的后续发展具有重要指导意义： 
1) 在研究范式上：应倡导“双向验证与批判性整合”。一方面，利用 AI 模型模拟和预测人类注意力

偏差模式，生成可检验的假设；另一方面，必须用严格的心理学和神经科学实验证据来验证这些假设，

并不断修正计算模型，防止陷入“数字游戏”的陷阱。未来研究需致力于构建更能体现人类注意生物与

社会特性的、更具解释性的混合计算模型。 
2) 在技术开发上：设计基于 AI 的辅助工具时，必须充分考虑人类注意的独特性和复杂性。例如，

干预系统不应仅仅是机械的“权重修正”，而应整合动机激励、意义阐释、治疗联盟等人类治疗的核心

要素，并具备识别和处理算法偏见的能力，防止技术应用中的“去人性化”风险。 
3) 在理论发展上：ART 框架应保持开放和动态。它不应被视为对人类传统心理治疗理论的替代，而

应被视为一个有益的、基于现代计算思想的“补充和延伸”。其最终目标是通过人机协同，增强而非取

代人类治疗师的临床智慧和共情能力，为理解与修复人类心智提供更丰富的工具箱。 
总之，明确人类注意与 AI 注意的本质区别，并非削弱本研究的价值，恰恰相反，是通过划定清晰的

理论边界来增强其科学稳健性和应用可靠性。ART 框架的生命力，正建立在这种对复杂性保持谦卑、对

类比保持清醒的跨学科对话基础之上。 
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