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Abstract

Radio Frequency Identification (RFID) has been increasingly applied in human-computer interaction
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(HCI), yet existing approaches still face challenges in fine-grained gesture differentiation, cross-sce-
nario adaptability, and model lightweighting. To address these issues, this study proposes a fine-
grained Chinese character gesture recognition method based on an improved AlexNet integrated
with a Squeeze-and-Excitation (SE) attention mechanism. The method enhances signal acquisition
integrity by combining label matrices with dual-antenna fusion, applies non-line-of-sight baseline
correction and Markov Transition Field mapping to strengthen temporal feature representation,
and embeds an attention module into a lightweight convolutional neural network to reduce compu-
tational complexity while maintaining high recognition accuracy. Experimental results demon-
strate an overall recognition accuracy of 98.88%, with average accuracies of 97.49% and 97.74%
under cross-user and cross-scenario conditions, respectively. These findings confirm that the pro-
posed approach exhibits strong robustness and generalization in fine-grained Chinese character
gesture recognition, and provides a reliable solution for smart classroom interaction and the ad-
vancement of educational informatization.
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BEE & EAE S R AR KRR, RE B S ML SR A DSk, Fm s T A
WA B 2SS B [ 1]. FHAVOWEAR TR EZELSHFE, RE St BN S B R & 2 A
FARVAE, iR HAI 52 E G BASRAE B Re . S8, A B T30 i (Radio Frequency Identifica-
tion, RFID) [2]HFHRA T EA AL RIR: — MR ETFH, 2 HERFH, MU TFRIES
BV BEARL, ARG T iEMELASEIAE R X s R s BN EREA R 8, 32 240 RS AN PR B e s T4
K =M E AR, R 7 ARSI R S s R IR

BExr IR e, AR A AlexNet Rl IE & A HLHI AR DT AR A07%, FFTIN
RUR L5 K5 2540 MR G 7 S DABG 55 5 R TE B, 456 /R A] RELH2 17 (Markov Transition Field, MTF)
WS B A I PP RFIE R AL (3], RIS FEAR S AL AR AR I 2 AR iR NV R A5 (4], DASISII O SRR I 1) v 0
B, ISR BN, EHIEEA RS 4 NIRRT RR B2, I0E T eSSz
o AW FAAEGRLE FH N7 ERAQHNE, BAER AN BRI 7 S8hrm X[5].
I SEIN BUTHE 548 4 K TR HER R, AR R ANIAZ BRCR IR T 6], N EAE @k
PRI, JFAHEERE B S # A R THTRERT B8 AL -

2. FHESHERSES

HHRLFE D7 T 35 B R AR AR SR HRE 3R 1 S v R . AR 2R I A RS AL BT [ LA
FH, (HEHEE N 5 S ARG R A R I R A 978 0 R AR FE 27 ST BT AE DR LR AL i B
HRE ST, ABEFUCR A SR W] R G R & 31 RFID T-HAARGLE FI B Ny — e R AE IR 7). 1057
AR BRI A5 ROV B 2 AL, G 2R 3R AL 5 101 U, A B THeTHE
R SR SRR -
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Figure 1. Feature images generated by the Markov Transition Field
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Figure 2. Structure of the SE attention mechanism
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FATIU L, ERIBEEGIEON RV . AT, ZEHE 3 REERZEINT KRESH, BH5%
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Figure 3. The C-AlexNet network model
B 3. C-AlexNet PYZE1EE]

3.3. BEBRRN RSN

BT FIRUGESRMS, C-AlexNet MRS BB« WALZ « R IR S RIZ R, TR
R B R AAESE . DAL JE IR ER SR Al 4 B, PSR UL 2 )2 5 AR S T AL R R SEBDR AN
FHEGHRF ARG RN RS RUZ 5 NTE R B DORA S BRFIE R IL,  ARimid il 42 /- Pt 5
Softmax 73 &85 7 AR o IS5 L CRAFRF LR IA RE U I [ 2 35 BRAR T S B S is 5 i, TR
R AERA LS SEm A, 38 T B2 BR 102 L3 UN 37 35

DOI: 10.12677/csa.2026.161014 173 TFENUER S N A


https://doi.org/10.12677/csa.2026.161014

FURHE 45

ABIFFUAS LR AE WU A ) T 55 RS N B B2 M4, LLIE 70 AR AR ERFAIE 1 23 105 THT
s, SRR FEFHI. SRR RR N
X =POOL (ReLU (WX, +B)) (7

Hor: woNERE, Xo NENFHER, B B . BARIER AR B X P SR BUOCARRE, ReLU
I BRBCE— P I T SO AR R R R RE S0, I RO AR LT O, IS, e ad it AR
JEASBIRRHE BN RSB RUR, B Z SRR R . B ARR SR 7 TR TR R

PF =CK(X,0,) (®)

Hrr: CK (1) R EBRRIUSH, X NTUIERTFAMLEE, 0, WERESHES. 1£5ERRHE
$RWUR, A Softmax 73 FEa% 464 th A ML N 5 200 R o0 A, 2 (9) s

X

e

C
S

J=1

V= 9

Horp: x REIAFERS i Do, CATHEBEE, y BrHEARRTH i DB IMR. BdiZH—
tees e, HERLRENE S R S FH M 5 52k

C-AlexNet model

224X224X3 Input image
224X224X32 Convl 5X5 S2,32/ReLU+SE 112X112X32
Max Poolingl 3 X3 S2 56X56X32
56X56X32 Conv2 5X5 S1,64/ReLU+SE 56X56X64
Max Pooling2 3 X3 S2 28X28X64
28X28X64 Conv3 3X3 S1,128/ReLU+SE 28X28X128
28X28X128 Conv4 3X3 S1,128/ReLU+SE 28X28X256
Max Pooling3 3 X3 S2 14X14X256
14X14X256 1X1 Convs 14X14X128
14X14X128 1X1 Conv6 14X14X64
14X14X64 Global Average Pooling 1X1X64
Softmax

Figure 4. Parameters of the C-AlexNet network
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Figure 5. Design of the system network model
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Figure 6. Experimental equipment
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TIOR3 SRRV, 30 e S B A4 (1)1 7 s 2 HERf % F T A AR BT A 2800 B 256 IR K
S VP B RE A% o 4B A% o 11T F1-score NI 7EHE i % (Precision)-5 14 [ % (Recall) 2 [A B A5 F 1, JLIHi&EH
TRER S AFAEAN IG5, Ree TE v aff b S WA B G AN [RI R I X 20 BE 7. VR FE b 1 25025 5 X

e
_ TP +TN (10)
TP+TN + FP+ FN
Fl—score=L (1)
2-TP+FP+FN

DOI: 10.12677/csa.2026.161014 176 THENUER 5 N H


https://doi.org/10.12677/csa.2026.161014

FURHE 45
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Figure 7. Confusion matrix of overall system performance
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Table 1. Recognition performance of different users

F 1. TER PR A RE

) HIRES
i ACC/ F1-Score/%
i DAl 99.02 97.17
AF2 97.17 97.33
M3 96.56 96.33
Rk 98.15 97.67
HFs 96.88 97.00
HF e 97.18 97.16

MARGE R WAL 1, RGEARRE N 97.49%, 6 4 EJEE IR FE Y BN 99.02% 97.17%- 96.56%-
98.15%- 96.88%F1 97.18%, RUEAFIENAZER, RGEBBIMRFFR BRI F1-Score M —H#*
B, 6 ALF P 17 F1-Score 1A% 97.11%, I80IE T RE(EL H 7 4&4F F ke M E bR, R ERE
(R AR B R A T 523

ISR RFAEA RIS T ISR A6 77, G s ERMAE 3 Ml iriig, g
ZRBPIEN, BEZRYNIR . 5 4EREE 3 Ml 6 MUEFS, M TFHEPEE 80 Ik,
HoWe RAEHE A TGS, SLIRGERNE 2, RGEIENFREE T PP R MERRIAR] 97.74%, &
W EAECE KT AR N 98.17%. 98.96%A1 96.08%. JLA # = FA 48 T 42 M 75 T30 %
Ko IRFEAREFLE 96% LA |, TR RGBT HIRA T HA RIF & HEERZLRE .

Table 2. Recognition performance in different scenarios

F 2. NEARENRAIMERE

bIIE%Y
Yyt
ACC/ F1-Score/%
SN 98.17 97.17
7 JR 98.96 98.16
H=E 96.08 96.00
Table 3. Recognition performance under different interferences
= 3. FRTFMTHIRRIMEEE
L MIEZY
g 75 I
ACC/ F1-Score/%
FELRINEE 98.00 97.88
FEATHE 97.17 96.93
AT 96.16 96.04

PRI P ] BE T BT A ALAE T IS R NS R R SRR R RE 9 PPAS RGEIIBLTHLRE ),
ASEIRVTE T 3 PR A I R SIS A 5 1 NSRRI WA R SE T S a1
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Figure 8. Confusion matrix of common complex Chinese characters
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ik — ISR iR RAAERS ORI L, ARBEFG IS 3 ol TR RS T X R, 3
N Wi-AM. ANN-to-SNN M Wi-Learner, *fHLZ5RMA 4. Wi-AM T o7 STHESE, FE48 N MBS 107 5
()T S50 VR S HERF R 0 391 90.40% A1 86.76%; ANN-to-SNN Al F Jik 1 #1248 o 25 (SNIN)), - £E 42K P AT i85 42k 1 1
BIEN 253 70N 97.67%F1 93.63%; Wi-Learner il i 3§ B 7t 2% 2] 28 SE LD AE A POHE B, 38 N -5 85 S v Ay
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