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Abstract

Addressing challenges in multi-UAV path planning within 3D environments—such as low sample effi-
ciency, difficulties in long-term decision-making, and insufficient robustness—this paper proposes a
hierarchical strategy and world model-enhanced multi-agent deep deterministic policy gradient al-
gorithm framework (HWC-MADDPG). First, a contrastive learning mechanism is introduced to extract
temporally consistent robust state representations from high-dimensional observations, enhancing
the discriminative power of state representations. Second, a hierarchical multi-agent policy network
architecture is designed. By decomposing the path planning task—where the high-level policy net-
work formulates macro-intentions and the low-level policy network executes specific actions—deci-
sion-making capabilities are enhanced. Finally, an integrated shared world model generates imagined
rewards through its inherent forward-looking inference, optimizing the value assessment of the Critic
network and improving decision foresight and convergence speed. Experimental results demonstrate
that the proposed algorithm outperforms the traditional Multi-Agent Deep Deterministic Policy Gra-
dient (MADDPG) in learning speed, policy stability, and flight safety. This research offers a more effi-
cient solution for multi-agent path planning in 3D environments, holding significant theoretical value
and practical application potential.

Keywords

UAV, Multi-Agent Deep Deterministic Policy Gradient (MADDPG), Hierarchical Strategy,
World Model, Contrastive Learning

Copyright © 2026 by author(s) and Hans Publishers Inc.
This work is licensed under the Creative Commons Attribution International License (CC BY 4.0).
http://creativecommons.org/licenses/by/4.0/

1. 5|8

AR, BEEANTREE. ORFERNARE, TEANUAIHAR AR = HLE LS w2 B AR
S P FHTR[2] R BARBIM I iain[4]%5 F 35 R OUR, JF BRI T HarEEr . (22,
B A 55 B A% FEAPA AN SE PR RN, B JE AHLAE 0T B2 AR PR SRR SRR AR DL IR, A8 X DL A2 A 55 22
Ko WMAEANTRERNEFEZENNARG L, ZTRANRGEHRIAEZHATIE R REEHVEREL

KRB, E WA IR T 2 R %

BUA ISR IR T 20 L GURE AN B RESIE RS . (R GE 2k T B R I 5% (0] BARTE R A 5T
TR LA R R AR, (B T R R IR E SR R 2 B B I . R R A T84T I AR
ERTHSER, TR P (A I AR AL B =2 3 Nk o TR R AR 125 8 ] R SR A 88 i M1 25t A 2211 77 T H A
TR, HRARZM I AR RNE 2 BN R, AREIRIERRRit. TR RI%9]
B TE AHUAE 5520 Be 55 AR 55 L — b R DR, AT i TR AR kT 3%, (HZ XL A AT
SE T IBIE R, SR RAPAEIIEE ST o AL FIA10] BARTE 2 TE AN ST A LSS, (E2HIEAR
K¥Z, HEITHIR.

s ST [T RN T B 06 R, ARPEIA B AU BOR AL S, AT CA P S A8 T A E 1
JEEATE2/ERE Q MZE(DQN) S MEEAL E3R ) 1 —Fh 2 TE AL AL BT, WAESS

DOI: 10.12677/csa.2026.161009 103 THEAUR 5 R


https://doi.org/10.12677/csa.2026.161009
http://creativecommons.org/licenses/by/4.0/

IREEIR %

HHATEHAD B, 2 T REGEMMTES 52 . FIMWSE[13]7F Q-Learning %k FARIEREE 5 i 98 B4y [m]
WAl B TET SR Q AT AN . ATH YIZE[ 1445 tH A A 550k 2 ) Sk AHEE &
FHFHLS Nigshisil, FRK T 5 B IR 2E B AR R 1

BB PR IR R, IR T 2 =) RIS AL 2 =) A &5 4 (R T oAk 2 =1 (DRL) N 2 6 AL e il
BET B R K[ 15]. Zeng Y Z5[16]FIH 2 52 S R A XRE Q MA(DDQN) R LR H 75T %
SEAL2E ST AN SR L . 5K RIS 178 N 1343575 5 MADDPG SBikml G, fiék T MADDPG 5%
FHE BIRE . WS Z 1 10 8. O[S A VR & X AT Nk BN LI TEAL SEms, Wit 7 —FiR )08
79, SEBL T TEAMLBIRZE 6 AR S50 . Yan Z5[ 1918 FH 23 2 584k 2 ) (0 5 5 AT 55 0 i T1F
%, 8 MAXQ HikBHRAES it RmeI .

AR IR RS DA IS T — g, (HR S YEIREE R 02 T8 AL A R T I o e 5 R = k3R v
R 2 [ GE kA AR B8 7132 IR IR . ASCRETZ X ANESEME], NER=4HE L1
AMLE F U H br It BRI 224 @ 800 AT BRAR I 1) A, $2 M T —Fh 3k 140 J2 SRS ANt AR TR 1 5 1) %2
B BE AR B 1 o8 M SRR R B SR (HWC-MADDPG) o %8058 56 51 AT EL 2SI L, A 200 0 e 32 B
HEAXSERREER: HR, &t T —MZ RS20, RS0 oA & 2 20 R Bk 51K
EENESAT, MTTSEBLR SR IA O s Ba, M T — AR A SRR, @ T B AR R RORAS
AALJil, T RK IR BE 1A R AN, 8 5m S AT RE I .

2. [OJREEIR

E=HEREI, n B ANMNASEA B &, @il [ EMRIEE sk, FEREE 24, X8R
TAMNAMEMER B & #842, BB TR H.

ATV 2 To A ML A5 00 ) A58 A 25 A0 A AR 43 T I B 2R AT 9k v 38 5 #2 (Dec-POMDP) . Dec-
POMDP i LAFIJCAL (U, S, 4,P,Q,0,7) %o, U ={1,2,,n} WEREIAES, n HERAEE: SER
IR A RoRBIESE]; P NIRSHBES, R B REMEE: QR RWMEE; ¥ AR,
2.1. K&z

SRR s, € S R TAE t ZIABE R FTE G R, SR BRI E 5EE . His 5%
B o
2.2. ThfE=3IE]

TR § EERI) 4 R— AN ZBES RS 4=(x.),,2) .

2.3. WmizsE]

F T I R 5 0 T M, RN 0 ¢, B AR AA - BB — AN R L BLE B L BRI o, € Q,
W18 0, = (P vy, Dys Do) o Fo p, =[x, 02, | FoRBREEE HIIMLE, v, =[vx,.,vy,.,vz,1i%ﬁ<%'ﬁﬂzli%

TR IS B p, =[x, 002, | FORB RERBE AT RS2 B FR AR E,  p,, =[x, 0002, | R 5 HL A
BT (0PI AR R A
2.4. KRR
BRATEPIT RG22 EEE, AT EHE] S8 RRIIBIE, 25 R SRS OB DA B
TR A e AT S, SR A (D) T
R=R_ ., +R__+R. +R _ +R

task coop dist coll time ( 1 )

DOI: 10.12677/csa.2026.161009 104 THEAURF 5 R


https://doi.org/10.12677/csa.2026.161009

IREEIR %

Hor R, WAESE, R, NUMERN, R, ONEEETEL, R, REEET, R, NEEIE

coop coll time

AL T e AT 5 IR B A —AME 25 22050, i A Q)
task z l task (2)

R E B E I~ KGR .

500,||p. — p..|. <30
e
BHAES BTN, 8T A T AN — DI ERR, A @R,
caop Z i,coop (4)
RIMA BB N~ K(5).
I’;- coop = 100’ pi’j _pti’j ||2 <30 (5)
’ 0, At
ZREN REF ARSI, Rt 2385 — N E 2 .
NG SR RA R B E, RATRE —MEEEN, mAK(6) R,
Ry = Uit |Pi — Pu "2 (6)
DA il B R AR B B A 5%, T A WL TR Rl 2 31 an s (7 B
coll Z coll (7)
LME B E WA R@) PR
_[-50, d, <10 s
coll O, ﬁﬂ'ﬂl )
Hrhd, TN EFIER R, R G A KOs
tlme Z i,time (9)

Hrbr e =—1, BUHRRTERALS .

£ Dec-POMDP I #2H1, BRI IIBE A ZNE 4 SR B G MRS S HER RS, 1EH0IRE T & Re ik
O NEH H SIS E A . AR FIR I FEAS B EAR, 52 H IR S KA 2L i i[RI i 27 2 B
RN, SIS R AR R -

3. BR Rt FEEA MADDPG BX

RATER T 28 BRI S SIHESR, iZHEZEAE AR UE MADDPG &R illZh. /AT 20FE Y F X Actor
H Critic #ET 73958, R T THRIPRE K40 B IR EE 2 SIHLH] . Actor ()2 Uk SRIE LA K7 AR 52 389 38 )
AR, /T T 2 AN R R St .
3.1. BFEZSR

R ARRE S I S 1 R . SRR B, 2RER (s,a,r,s") EAZREIIX . — /M8 Critic
WA 2% 0] 50 b 2 B 2 (IR 25 SR AEAS B AT IH: AR 1) A8 R HE T 7 3 2 R AL Actor Y EE . RIS, X EE 4w bt

DOI: 10.12677/csa.2026.161009 105 THEAURF 5 R


https://doi.org/10.12677/csa.2026.161009

IREEIR %

e AT AR R P 0 56 0 T8 X PR B AT U o s ) 2% 30 3o 2 B 14 05 saBE AT R0, i ORI 2R A
FESRATI B, BN BE M 32008 b 4 ) 2 HROIR S SRALAS 2, ot v J2 KSR I 4 i 1 2 00 o PRE %, I
JERF S B HAT BARBIE . JRIRAL Actor FRIZE BRI 1 X L 4 L 2% A= XA SR Mg LA SR IR S 2130 1 1

L3P
I
A A A
AL Z)f:
Il____ _______________ y | I
. L :
| N |
| =2 E=HR1 |
| YT Actor i I
: I Rll]’lﬂ"e
V| e | e v Bihn | le—
! T HE |
| VR Critic i 5 Critic i |
' ' |
' |
| rl+7ﬁ1mage+ yQ |
' |
| A X X | K
b | e ] O I
(s,a,r,s") (S,4,R,S" (S,4, R, S
Y Y

2208 ml R IX

Figure 1. HWC-MADDPG algorithm framework
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Table 4. Comparison of performance metrics for various algorithms
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