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Abstract

Few-shot text classification has broad application scenarios. However, existing methods face two
key challenges: data scarcity and insufficient interpretability. To address these issues, this paper
proposed ARExplainer, an interpretable few-shot text classification method with data and reason-
ing augmentation. By leveraging the generalization capability of Large Language Models (LLMs), it
effectively expanded the diversity of training samples, thereby alleviating the data bottleneck in
few-shot learning. For the model interpretability issue, the method constructed a knowledge graph-
driven reasoning engine. This engine combined a Graph Attention Network to extract verifiable
symbolic reasoning paths, providing logical evidence for classification decisions. Finally, it utilized
a prompt-based explanation generator to produce concise and clear natural language explanations.
Experimental results demonstrated that ARExplainer significantly outperformed the strongest
baseline model in the 1-shot setting. Furthermore, comparative analysis against automatically gen-
erated explanations and human-annotated results confirmed that ARExplainer provides natural
language explanations that are easier for humans to understand.
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Figure 1. ARExplainer model architecture diagram
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HR%5: positive

A The cinematography is stunning, with each frame beautifully composed to enhance the storytelling.
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Figure 2. Prompt template
B 2. fRRRIR

A LLM 22 e Jm 1 5 10, ok 1 3.

1 negative Despite a strong start, the movie quickly loses its way, becoming a confusing mess of subplots.

2 positive The lead actor delivers a powerful performance, bringing depth and nuance to a complex character.

3 negative The dialogue feels forced and unnatural, making it difficult to connect with the characters.

4 positive The soundtrack perfectly complements the film's mood, enhancing the emotional impact of key scenes.
5 negative The plot is riddled with cliches,offering nothingnew ororiginal to the genre.

6 positive The film's message is both timely and thought-provoking, resonating deeply with contemporary issues.

Figure 3. Form of augmented data
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Figure 4. Reasoning engine architecture diagram
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Figure 5. Case study of the prompt-based explanation generator
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1 T would give this more stars if I could. good

2 This product arrived damaged and completely unusable. bad

3 The materials are eco-friendly and durable. good

4 Worst purchase I've made in years. Total waste of money. Bad

5 It's exactly what the photos showed. good

Figure 6. Prompt: “Please expand the data based on the text content and add 200 entries”

6. fNiE:  EIRIRIENXARNE, EITH FREIE, T 200 FHIE

1 This produet is absolutely fantastie! The quality is top-noteh and it exceeded all my expectations.Iwould highly recommend it to
anyone looking for a reliable and durable item. Good

2 I was really disappointed with this purchase, The product broke after just a few uses and thecustomer service was unhelpful,I
would not recommend this to anyone. Bad

3 The design of this item is sleek and modern, making it a great addition to my home.It functions perfecty and I couldn't be happier
with my purchase. Good

4 This product is a complete waste ofimoney, It doesn't work as advertised and the materialsfeel cheap.l regret buying it. bad

5 T am thoroughly impressed with the performance ofthis product. It has made my dailytasks so much easier and more effcient,

Definitely worth the investment. good

Figure 7. Prompt: “Require the text to be longer than 70 words, with diverse sentence structures (=5 types of sentences), varied
vocabulary (synonym replacement rate >30%), and contextual perturbation (reasonable noise insertion < 10%).”

7. ’RiE “ERFRET 70 F, ERAELEHZHNES M), @CRIESH#LEOGIERE>30%). £T
MIEN(ABAABREE <10%)”

4.4.2. SEBENFLE K 54

e 1 h R 7R a R, bRl T OARHE FidR AR T VA AE SST-2. Amazon. AGNews #4452
R HERYE . SIS 4SRRI, ARExplainer 5 IA B4 T A EL, £ SST-2. Amazon. AGNews 1X =4~
AR /IFEAR ERPEREE A B 1T PRI R INFEAR S IR (8 1 5, FrDMERE T 1-shot 155
BN B RO ERIERE LI . 4558, ARExplainer 75 = MER4E F AR LL L 77V U8 T AT IR I, )
AP t 45557041, ARExplainer 7F SST-2. Amazon I AGNews FE 45 I 5 %000 x4 128 28 A T 1) 22 5%
YA B E5/0T 0.01), £ ARExplainer fE/NEA B E T AENS T Z 1R T2 KM RE .

ERERER R, Ee 2R A R T TR R S i n) B AR S5 HERAYE RS, T ARExplainer 38 & 7%
TR HE R R (O AR, . R S SN, {H ARExplainer ANMYBRAE 7 % FErtife B (1) IF 82, 1 HLAE T RE
WA PRIt
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Table 1. The performance comparison of the ARExplainer model and various baseline methods on the SST-2, Amazon, and
AGNews datasets under 1-shot setting
%< 1. £ l-shot N ARExplainer #8 5 &fhE L% /575897 SST-2. Amazon. AGNews ¥HEE M EELLER

T SST-2 Amazon AGNews
Fine-tuning 34.58 49.91 29.52
MV 80.43 88.72 75.31
AV 51.23 65.76 50.93
WARP 50.08 72.93 65.15
PV 5491 69.68 67.39
ARExplainer 87.17 (p < 0.01) 91.19 (p < 0.01) 79.40 (p < 0.01)

4.5. 1RV HRRSILE

2. T3 RAEET WA, E%F CommonsenseQA. Amazon IR T T A F AAE X A MERE
VECI . PPAL T ANIE PLM K/ ES s 3G S LA 0 TR P B 5 0 s S R e

4.5.1. PLM X/

% 2 By T PLM K/NKEAR LM o VP4l T =M A PLM K/ PERE: BERT-Base. BERT-Large
Hl RoBERTa-large. Z5HF M, flifHE KM PLM BE#mE 17 HRE. XERIEH PLM KA/ NEARTL
PEREH TR T ORBEMERT, R K PLM BT LASRAS B AT A1 RE

4.5.2. BuEigsayl

RIS T 1-shot (1] Amazon HUHEAE, TEANHEAT HCHE 1SR4 N 31 00 P 0 4 2 5 SRR 4T 204 348
SRANEIEEE S, i 3 AR AR, AU F/NEAR SRS AT I SRR, 73 B ORI
7 2 T AT HCHE 1 5 S B AT U R AR B A

Table 2. Performance comparison of the CommonsenseQA dataset across different models

%% 2. CommonsenseQA HIFREEA RS EAIMRELLER

BERT-Base BERT-Large RoBERTTa-Large
Tik Dev-Acc Test-Acc Dev-Acc Test-Acc Dev-Acc Test-Acc
(%) (%) (%) (%) (%) (%)
FosniR R 5] B 5731 53.47 61.06 55.39 73.07 68.69
B AR R 5] B 60.36 57.23 63.29 60.59 74.45 71.11

Table 3. Performance comparison of the Amazon dataset with and without data augmentation

% 3. Amazon ¥R R T HIEIEIRAI I RELLER

TS EE TR Dev-Acce (%) Test-Acc (%)
5 68.59 67.79
& 76.22 79.40

4.5.3. FMREEIEIRS 8
62 SR T S0 R A T B AT VE RIS . HLA T AUE A LM B 548 SR ConceptNet 4k
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FRRIR A TERE . DR R E DU LM RTINS AT DO R, SINAMERIIR AT DL 25 37 e 0N )
AERYE, X TSRO, SINAMER R ARG B e, DA AR R 1.38%, IXRHISMBRIRLE
G SRR (O HERE RE 7 T A HE T EEAR

THRRSEIR R T AT ISP RN AR DTk, BRI S, PLM AR BEAR ML RESE T o AHE T Okt
YRR, R B RL 5 ) 5N B35 5 T TR AOHERERE ), TR SR LA R 1 /MR AR 22 ST R PR A

454. HEEFESH

wm# 4 fiw, Fehshib s M)A B SIALEHAV) T, LRSS, k& B REAPRZEN B
(A% 1] (B3R ID); JES BNt 8s: WARP, Hi T BB ECEREKD), LIRS, d 2k
Yk, HEASEES: JRBEAL A (PV), LIRSS, d 2iai A\ 4E; ARExplainer 7555 B (5K /4
FE A << ) b IR R] 2 25 P88 R0 2 () 52 20 FE AR DN T KB AR KB K BV Rl Bl n R 2R .

Table 4. Model complexity

T4 RESHE

1A I} 1]
MV o(1)
AV o(1)
WARP o(T:|L]-d)
PV o(|L|-d)
ARExplainer (A < n) O(m*n’KA)

Table 5. Explanation examples of ARExplainer, PathReasoner, and Explanations on the CommonsenseQA dataset

%% 5. CommonsenseQA ##EE A ARExplainer. PathReasoner F1 Explanations B3 f#FE =5l

B
PR

PathReasoner

Explanations for
CommonsenseQA

Q: What is someone doing if he or she is setting quietly and his or her eyes are moving?

A. reading B. meditate C. fall asleep D. bunk E. think

A. reading

quietly [related to] quiet [at location] a library [used for] reading
eyes [used for] reading

eyes [form of] eye [related to] glasses [used for] reading

sitting [related to] sit [related to] relaxing [has subevent] reading

Positive examples:

When we read, our eyes move.

While reading, a person sits quietly,

Negative examples:

While meditating, eyes don't move, eyes are closed,
While sleeping, eyes are closed and they don’t move,
When a person bunks, he/she doesn't sit quietly,
Eyes don’t move when you think about
Explanation:

When we read, our eyes move.

While reading, a person sits quietly.

While meditating and sleeping, eyes don't move, eyes are closed.
When a person bunks, he/she doesn't sit quietly.
Eyes don’t move when you think about something.
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gk

BN NZEARE, JF HIRME AR, AR EAEE A T e, IR L 26

ARExplainer o o i1, AT DU th i/t TE 75 0 (reading) 2 2 4R 10 261

4.6. SZHIRAT RS 4T

%2 MESSER T ARExplainer WIHEFERE 7. it — DI A BME, A TR 5 PR 5%
PathReasoner Il CommonsenseQA fi# k4T Eb#¢ . PathReasoner Al 45 #1015 B A e % 42, (H = k1%
EEATERE, HFEFNIME, M ARExplainer AMUBE AL e BEAEI BEAT, R4 A BRI HAME S RE. W
7 5 Pi7n, PathReasoner 2 RIS AR AFAETUAR, MELLR B SRS 2, 7 ARExplainer W@ “Att4
PR RRE, A HERRLL AR T IS b T B AR

CommonsenseQA fif BB A8 A0 & N TARTE AR RS, (HH AR T IE B ) TR 4G, KRR AR IR
R SRt Bt 2. A2 T, ARExplainer il @84 34 e, e 7GR FAHERRRME, 2
BEoasE R FEUERHE B R R IA , $EF TR I AN S P

5. &ig

AT, $EH T ARExplainer J7i%, SR FROIBT B, 44 T HORMAR. ST AR
B, BERRTHE SHURAOTERE, DRSO, SR . R RO e T B R B )
RN Rl DA EL A (7 SRR S, 3 P T LS 0 B33 1 AR 5 FRAR B (i 7
SRS RN, M T S BT IS J6HE )i, ARExplainer 7E/NFEAKORAE 2T T HRARHOTERE . 407
W], ARExplainer A{OURTE T HUR IR TE, 6503 B9k T UM U mTARREYE, I SE AT S B AR
AL
6. EFRM

JE ARExplainer fE/NEASOA 73 S R DU L EE e 55 T R 1, (B3 A7 23 TR IR A%

SRR PR AR s AR A/ 0 PR PRI % (U ConceptNet) )5 2 5 78 o B2 o % T 40Uy 5 1 5 /D
ARMESS, DU B B AT RESR Z MR SeAR 5 R R, FEME R CR .

LI BURZE R ARExplainer FHERIESE ., 7RI R . 2 BhHEBARRE L BN B R, 5B B
RZE REB P IFOR,  JCHAE EIESER A ERG B LLM 7 M 5 ORI T O W] &

TS ATR B BRI SR SHERL SO B R . 2 BRERAR A MURTE SR8 AP A, 38
I 18] 5 28 5F IRA B i, A SN BRI B3 507 5 TP A N 32 BR

ARREIBETE TR A HEREL . S 25 R0 TR R A DA S i 3 3 1) W AR S5 A S5 07 T — PR R, BLodie b

BRI
E&UWH

2025 AFEIAT b AE Wl AE ST 7T A QT E ) 85 5% B B H (CXZZSS2025104) .
SE MK

[1] Bragg,J., Cohan, A., Lo, K., et al. (2021) Flex: Unifying Evaluation for Few-Shot NLP. Advances in Neural Information
Processing Systems 34: Annual Conference on Neural Information Processing Systems 2021, NeurIPS 2021, 6-14 De-
cember 2021, 15787-15800.

[2] Schick, T., Schmid, H. and Schiitze, H. (2020). Automatically Identifying Words That Can Serve as Labels for Few-Shot

DOI: 10.12677/csa.2026.161010 127 THEAURF 5 R


https://doi.org/10.12677/csa.2026.161010

Fi53iE, ZEAKER

(6]

(7]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]
[20]

Text Classification. Proceedings of the 28th International Conference on Computational Linguistics, Barcelona, Decem-
ber 2020, 5569-5578. https://doi.org/10.18653/v1/2020.coling-main.488

Devlin, J., Chang, M.W., Lee, K., ef al. (2019) Bert: Pre-Training of Deep Bidirectional Transformers for Language
Understanding. Proceedings of the 2019 Conference of the North American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies, Volume 1, 4171-4186.

Liu, Y. Ott, M., Goyal, N., et al. (2019) Roberta: A Robustly Optimized Bert Pretraining Approach.

Raffel, C., Shazeer, N., Roberts, A., et al. (2020) Exploring the Limits of Transfer Learning with a Unified Text-to-Text
Transformer. Journal of Machine Learning Research, 21, 1-67.

Wei, J., Tay, Y., Bommasani, R., ef al. (2022) Emergent Abilities of Large Language Models. Transactions on Machine
Learning Research (TMLR). https://doi.org/10.48550/arXiv.2206.07682

Petroni, F., Rocktéschel, T., Riedel, S., Lewis, P., Bakhtin, A., Wu, Y., ef al. (2019) Language Models as Knowledge
Bases? Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th Inter-
national Joint Conference on Natural Language Processing (EMNLP-IJCNLP), Hong Kong, November 2019, 2463-
2473. https://doi.org/10.18653/v1/d19-1250

Ji, Z., Lee, N., Frieske, R., Yu, T., Su, D., Xu, Y., et al. (2023) Survey of Hallucination in Natural Language Generation.
ACM Computing Surveys, 55, 1-38. https://doi.org/10.1145/3571730

Bang, Y., Cahyawijaya, S., Lee, N., Dai, W., Su, D., Wilie, B., et al. (2023) A Multitask, Multilingual, Multimodal
Evaluation of ChatGPT on Reasoning, Hallucination, and Interactivity. Proceedings of the 13th International Joint Con-
ference on Natural Language Processing and the 3rd Conference of the Asia-Pacific Chapter of the Association for
Computational Linguistics, Volume 1, 675-718. https://doi.org/10.18653/v1/2023.ijcnlp-main.45

Zhang, H., Song, H., Li, S., Zhou, M. and Song, D. (2023) A Survey of Controllable Text Generation Using Transformer-
Based Pre-Trained Language Models. ACM Computing Surveys, 56, 1-37. https://doi.org/10.1145/3617680

Danilevsky, M., Qian, K., Aharonov, R., Katsis, Y., Kawas, B. and Sen, P. (2020) A Survey of the State of Explainable
Al for Natural Language Processing. Proceedings of the 1st Conference of the Asia-Pacific Chapter of the Association
Jfor Computational Linguistics and the 10th International Joint Conference on Natural Language Processing, Suzhou,
December 2020, 447-459. https://doi.org/10.18653/v1/2020.aacl-main.46

Situ, X., Zukerman, 1., Paris, C., Maruf, S. and Haffari, G. (2021) Learning to Explain: Generating Stable Explanations
Fast. Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing, Volume 1, 5340-5355.
https://doi.org/10.18653/v1/2021.acl-long.415

Liu, P., Yuan, W., Fu, J., Jiang, Z., Hayashi, H. and Neubig, G. (2023) Pre-Train, Prompt, and Predict: A Systematic
Survey of Prompting Methods in Natural Language Processing. ACM Computing Surveys, 55, 1-35.
https://doi.org/10.1145/3560815

Chen, Q., Ji, F., Zeng, X., Li, F., Zhang, J., Chen, H., et al. (2021) KACE: Generating Knowledge Aware Contrastive
Explanations for Natural Language Inference. Proceedings of the S9th Annual Meeting of the Association for Computa-

tional Linguistics and the 11th International Joint Conference on Natural Language Processing, Volume 1, 2516-2527.
https://doi.org/10.18653/v1/2021.acl-long.196

Abu-Salih, B. (2021) Domain-Specific Knowledge Graphs: A Survey. Journal of Network and Computer Applications,
185, Article ID: 103076. https://doi.org/10.1016/j.jnca.2021.103076

Chen, J., Tam, D., Raffel, C., Bansal, M. and Yang, D. (2023) An Empirical Survey of Data Augmentation for Limited
Data Learning in NLP. Transactions of the Association for Computational Linguistics, 11, 191-211.
https://doi.org/10.1162/tacl_a_00542

Moller, A.G., Dalsgaard, J.A., Pera, A., et al. (2023) Is a Prompt and a Few Samples All You Need? Using GPT-4 for
Data Augmentation in Low-Resource Classification Tasks.

Shum, K., Diao, S. and Zhang, T. (2023) Automatic Prompt Augmentation and Selection with Chain-of-Thought from
Labeled Data. Findings of the Association for Computational Linguistics: EMNLP 2023, Singapore, December 2023,
12113-12139. https://doi.org/10.18653/v1/2023.findings-emnlp.811

Peng, B., Li, C., He, P., et al. (2023) Instruction Tuning with GPT-4.
Hoffmann, J., Borgeaud, S., Mensch, A., ef al. (2022) Training Compute-Optimal Large Language Models. Proceedings

of the 36th International Conference on Neural Information Processing Systems, New Orleans, 28 November-9 Decem-
ber 2022, 30016-30030.

Luo, L., Zhao, Z., Haffari, G., et al. (2024) Graph-Constrained Reasoning: Faithful Reasoning on Knowledge Graphs
with Large Language Models. 42nd International Conference on Machine Learning.
https://doi.org/10.48550/arXiv.2410.13080

DOI: 10.12677/csa.2026.161010 128 MR 5 N


https://doi.org/10.12677/csa.2026.161010
https://doi.org/10.18653/v1/2020.coling-main.488
https://doi.org/10.48550/arXiv.2206.07682
https://doi.org/10.18653/v1/d19-1250
https://doi.org/10.1145/3571730
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://doi.org/10.1145/3617680
https://doi.org/10.18653/v1/2020.aacl-main.46
https://doi.org/10.18653/v1/2021.acl-long.415
https://doi.org/10.1145/3560815
https://doi.org/10.18653/v1/2021.acl-long.196
https://doi.org/10.1016/j.jnca.2021.103076
https://doi.org/10.1162/tacl_a_00542
https://doi.org/10.18653/v1/2023.findings-emnlp.811
https://doi.org/10.48550/arXiv.2410.13080

Jil 53k, ZERKERR

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]
[34]

[36]

[37]

Sun, Y., Wang, S., Feng, S., et al. (2021) Ernie 3.0: Large-Scale Knowledge Enhanced Pre-Training for Language Un-
derstanding and Generation.

Schick, T. and Schiitze, H. (2021) Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language
Inference. Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics:

Main Volume, 255-269. https://doi.org/10.18653/v1/2021.eacl-main.20

Yuan, W., Neubig, G. and Liu, P. (2021) Bartscore: Evaluating Generated Text as Text Generation. Advances in Neural
Information Processing Systems, 34, 27263-27277.

Haviv, A., Berant, J. and Globerson, A. (2021) BERTese: Learning to Speak to BERT. Proceedings of the 16th Confer-
ence of the European Chapter of the Association for Computational Linguistics: Main Volume, April 2021, 3618-3623.

https://doi.org/10.18653/v1/2021.eacl-main.316

Li, X.L. and Liang, P. (2021) Prefix-Tuning: Optimizing Continuous Prompts for Generation. Proceedings of the 59th
Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural
Language Processing, Volume 1, 4582-4597. https://doi.org/10.18653/v1/2021.acl-long.353

Tsimpoukelli, M., Menick, J.L., Cabi, S., et al. (2021) Multimodal Few-Shot Learning with Frozen Language Models.
Advances in Neural Information Processing Systems 34: Annual Conference on Neural Information Processing Systems
2021, NeurIPS 2021, 6-14 December 2021, 200-212.

Zhang, Z., Han, X., Liu, Z., Jiang, X., Sun, M. and Liu, Q. (2019). ERNIE: Enhanced Language Representation with
Informative Entities. Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, Florence,
July 2019, 1441-1451. https://doi.org/10.18653/v1/p19-1139

Liu, W., Zhou, P., Zhao, Z., Wang, Z., Ju, Q., Deng, H., ef al. (2020) K-BERT: Enabling Language Representation with
Knowledge Graph. Proceedings of the AAAI Conference on Artificial Intelligence, 34, 2901-2908.
https://doi.org/10.1609/aaai.v34i03.5681

Liu, Y., Wan, Y., He, L., Peng, H. and Yu, P.S. (2021) KG-BART: Knowledge Graph-Augmented BART for Generative
Commonsense Reasoning. Proceedings of the AAAI Conference on Artificial Intelligence, 35, 6418-6425.
https://doi.org/10.1609/aaai.v35i7.16796

Lin, B.Y., Chen, X., Chen, J. and Ren, X. (2019) Kagnet: Knowledge-Aware Graph Networks for Commonsense Rea-
soning. Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th Inter-
national Joint Conference on Natural Language Processing (EMNLP-IJCNLP), Hong Kong, November 2019, 2829-
2839. https://doi.org/10.18653/v1/d19-1282

Dai, D., Dong, L., Hao, Y., Sui, Z., Chang, B. and Wei, F. (2022) Knowledge Neurons in Pretrained Transformers.

Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics, Volume 1, 8493-8502.
https://doi.org/10.18653/v1/2022.acl-long.581

Rosset, C., Xiong, C., Phan, M., et al. (2020) Knowledge-Aware Language Model Pretraining.

Lewis, P., Perez, E., Piktus, A., ef al. (2020) Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.
Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing Systems
2020, NeurIPS 2020, 6-12 December 2020, 9459-9474.

Wang, X., Kapanipathi, P., Musa, R., Yu, M., Talamadupula, K., Abdelaziz, ., et al. (2019) Improving Natural Language
Inference Using External Knowledge in the Science Questions Domain. Proceedings of the AAAI Conference on Artifi-
cial Intelligence, 33, 7208-7215. https://doi.org/10.1609/aaai.v33i01.33017208

Hambardzumyan, K., Khachatrian, H. and May, J. (2021) WARP: Word-Level Adversarial Reprogramming. Proceed-
ings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Con-
ference on Natural Language Processing, Volume 1, 4921-4933. https://doi.org/10.18653/v1/2021.acl-long.381

Cui, G., Hu, S., Ding, N., Huang, L. and Liu, Z. (2022) Prototypical Verbalizer for Prompt-Based Few-Shot Tuning.

Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics, Volume 1, 7014-7024.
https://doi.org/10.18653/v1/2022.acl-long.483

DOI: 10.12677/csa.2026.161010 129 PR 55


https://doi.org/10.12677/csa.2026.161010
https://doi.org/10.18653/v1/2021.eacl-main.20
https://doi.org/10.18653/v1/2021.eacl-main.316
https://doi.org/10.18653/v1/2021.acl-long.353
https://doi.org/10.18653/v1/p19-1139
https://doi.org/10.1609/aaai.v34i03.5681
https://doi.org/10.1609/aaai.v35i7.16796
https://doi.org/10.18653/v1/d19-1282
https://doi.org/10.18653/v1/2022.acl-long.581
https://doi.org/10.1609/aaai.v33i01.33017208
https://doi.org/10.18653/v1/2021.acl-long.381
https://doi.org/10.18653/v1/2022.acl-long.483

	基于图神经网络和知识图谱的可解释小样本文本分类模型
	摘  要
	关键词
	An Interpretable Few-Shot Text Classification Model Based on Graph Neural Networks and Knowledge Graphs
	Abstract
	Keywords
	1. 引言
	2. 相关工作
	2.1. 基于大模型的数据增强
	2.2. 基于提示调优的文本分类
	2.3. 知识图谱增强大模型

	3. 提出的方法：ARExplainer
	3.1. 任务定义
	3.2. 文本分类到问答任务的适配机制
	3.3. 基于提示工程的数据增强机制
	3.4. 知识图谱推理引擎
	3.4.1. 子图构建
	3.4.2. 知识图谱推理引擎架构

	3.5. 基于提示的解释生成器
	3.6. 学习和推理

	4. 实验
	4.1. 数据介绍
	4.2. 基线模型介绍
	4.3. 实验设置和评价指标
	4.4. 实验对比及分析
	4.4.1. 提示对比及分析
	4.4.2. 实验对比及分析

	4.5. 模型消融实验
	4.5.1. PLM大小
	4.5.2. 数据增强机制
	4.5.3. 知识图谱推理引擎
	4.5.4. 计算复杂度分析

	4.6. 实例的可解释性分析

	5. 结论
	6. 局限性
	基金项目
	参考文献

