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Abstract

With the wide application of the Internet, the emergence of various intelligent systems has greatly
improved people’s quality of life and work efficiency. Among the many intelligent systems, facial
recognition technology is the most widely used. Although facial recognition systems have played an
important role in many fields, they still face many challenges. For example, facial recognition systems
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are vulnerable to malicious attacks and urgently need security testing. Existing adversarial samples
have weak attack capabilities and poor visual effects. The model proposed in this paper achieves
natural transfer of makeup style from the reference face to the target face through StyleNet style-
content decoupling encoding, FusionNet multi-level style injection, and innovative modules such as
deformable cross-attention, frequency domain fusion, and adaptive fusion pyramid. Mathematical
derivations and implementation details show that these modules effectively solve the difficult prob-
lems in makeup transfer, such as local feature alignment, color texture separation control, and re-
gional smooth fusion. The AdversarialMakeup model proposed in this paper has achieved outstand-
ing comprehensive performance in the core indicators of makeup transfer and privacy attack.
Quantitative evaluation shows that this method achieves an average attack success rate (ASR(avg))
of 0.15 on key indicators, while maintaining excellent visual quality (LPIPS of 0.34, SSIM of 0.90)
and color distribution consistency (HistDist of 0.095).
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1. 5|8

TR P 22 X 4% (Deep-learing Neural Network, DNN)/E A THE NG KT SEELTh AR AL, LA FH Bt
THENLL S SC I D) e 1 3 2 a4 X, B NGRS (R, PR BEAR R I 28 76 RIS N (Y [E] I,
[ E| N fae e S A e m s E AN e 7)1 DN 5 N AN 21K 00 7 7 v O i e 7, = K e P R
HEFR NG R, B PiBGE . Pueds Xy Loy oy B Bk MR Sty AE A R i T aeh
FRHIVEAT R X 40 1 2 BB ZEABE 1], BT B EBGh T, BehE#H A B EE, &
AR . S INAEIRSE . BT 20l o] ous i 3L Bir s e Eias S, ABATTmT AR X 2245 5
RV AR HUIE S TR EYGE T, B E A BN EE R, Raeisd BA
A R HEBTE AL 47 4

NI PR R AE N R R R I — R VAR, IR L2 RGP B XA AED IR AR —.
BT, 3T AR AT A 4% (Generative Adversarial Network, GAN) /7 72 4% F T #5900 SB454E 4%, 4 Star-
GAN[1]. STGAN [2]F1 AttGAN [3]. AU &2 — T s A TH BN AT S5, |32 H T DB B8 IE i)
A, NI SRAIE(Face Verification, FV)& N IRB H—ANFAE5%, &0 AW —x N R 2 5 )8 T H— 5
o EFEJLTER, NRIAEAERIAT. FEF. i, W% A 55 & Fh R 5 b BUS
T BRI [4] o B NS0 UE FHR FE 40 20 ) 2 76 & U ) )32 A8 A RE B0t 1 mT DAVE AR N 36 E 1
K58 UE R Bt 75 1k AT DA Bty B AR 1A [8] 43 9 SR e eh AR B Bo b . SRBEBGHFR 02, @il
XTJEGE BG AR IHpU s, 1S E A H AR AL R U0 9 [R]— A 5 4 AR BGRT H bR Ak GRS
RAEFRI— N BESEHTRRE, B EGEGR I s, 35 A B b R R R A AR R —
NI LA NI R AN B AR A EHEE A [F— A .

ASCHEH IBALE IS StyleNet XS - N2 fFREmES . FusionNet 2 2 X RAEVEN, i A TEAZ X iEE
VAN o1 S NS PEYA:: Fecnis St A Y s T O SN e 2N YN~ PN E I SR AN SIS LS S 2
SHEFAISCINAN TR, IR ST AR U O AT R R R AR 5 AU B ] X
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2. HXTI1E

BEE ST GAN BN A RO A IGHE K B3], ATAEH 2R GAN MR UREA AL AR AY . Pix2Pix
[STE R — PP R T GAN 4, BRI ot i B R kAT UG RHE,  BIER N N R — 5K B R R
ANEAKE, AT T T RIS TR . (H2 Pix2Pix [4]BALYIZRET 0T ont BUG B i 7 SR s, IR 7E—24si
B S FH 37 S5 bt UG A2, DR SR AR I ek s RGO T e B PRk M ELFERTRE o Ak, AR s G
JAKE P RER A AZ B AN 5% N UG AR T AC T 22 S 82 A A 2, MM TE SR LE 15 B T AR & LB B 75 2R o

CycleGAN [6]F5 7 f& —Fift £ BIL 1) 35 - A= jle it 000 28 (1) UG XURS IE RS AR A . CycleGAN BELALR FH 1 3
—EMERUR R, ST RS N ARSI S — AN, R OR B U R I N AR . X PR
MR SAE T, B REETE AR A O MG BE DI B T, 8 2 ST AN [T s, 5 i UG XU 46t
B 5 T FEE 7 ) A BRUG AE A AR 1) PR 2 s GAN (2B RNt 70 R0 280 78 A=l e 43 R B 7 T 31 7 Pk 6]
N T fERIX— A, Karras 58 N T ProGAN [7]. IXJe — MR HFRITIR ISR, BRI H )
P26 B, DABA PR AR R 0 P MR I R RS e 1 o SR1TT, ProGAN 7E 4% il A B 1 B XU 1 i 4 77 T e IR
A, IXPRE T AE S R S FH 1 . PariedCycleGAN [8]3F—35 5] N 7 — AN AEX R I g K 52 ot 25
IERAREBRATS, HEGIN T IERR— B0 Sk SR F R 1t 23 R AT A e 45 o

7F 2018 4F, Xiao [9)5 W &R T AdVGAN, iXfE—FiET GAN B Hildi J7ik. AdvGAN
% 2 S RE AR AR G 1 oA, — BAERRGESSOUI R, Bk RS AT AT B 46 UG AL 8l AT 2B st 4t
FEA . SXAEYISRJE I 2R s T AR 28 o T B0l M HARFEAS . KT, IX B 7729088 7 0 R i 46 1
BEIETERIE . BHEETE 2020 4, Jiang W FLEFEH T CycleAdvGAN [10], 33X & —Fl A 28 O Hike
A GAN ZFf. CycleAdvGAN REWS 2% 3] J5U IR UG RIS PUREA I 0 A o — HAERRES A1 4R, e sinl LA
A R KHATAT S5 45 EG = A X ks, S8H bR AU ER 295 B4, CycleAdvGAN iEREIEHE 4T
PUREARMRE ARG G, (5153 H bR B AR5 IER 72K . IX R B CycleAdvGAN AMUBEWS 2 O BiFE AR, &
REME WX — I 78, IXAERELE N I b T Be 2 A

3. ARt

ARILHAT T StyleNet X475 2 2% BURHEAT A - NS RRRR RS, XU m) 2 R0 2 ROBEARRAIE
FusionNet DL U-Net A E 4805 H A5 NG HEAT 5 )2 KA il 72 % AR5 J a8 i A8 T 28 X3 7 0 R Ak i 5 45
HUE NRASHREAE, RS XIS 58 5 A &N S IER A B R8T PatchGAN H|j 2% K7k 45
(9 NI AR AR AL 36 AT 22 B 29 ORI T 25

Wik 1 s, AdversarialMakeup Hi StyleNet A1 FusionNet 9 kW48 #4 Bl A Bleas, -4 DA 1) 3 A
Z R R R AL EUI SR, HoH, StyleNet G5 KA gt 2% F1 N B nfd 28 A7 30, SR S5 KBTI
5 N A RHE )RR PR EL; FusionNet SR 2wt - RS 4584 (U-Net), 71574 StyleNet $2HH) KU [ &N
H AR NI N SRR DAY, 22 2 X Rl A AR ATt NG MR o D9l N R 2538 7% v (1) JR S8 AN X0 55 A 4
PR E A, FusionNet £ 2 AR 5| NARTEAE XE R AIHLEN 2 0E 5 B s NI RRHIE 0 A, IF
FEATZR BRI 3 A0 03 B 73 A B AT RS VE N, AT Il B N A5 PR AR RE 9 B2 o itbAh, R TSR 19 3
(AITHI B X RS M, BFIRRE . B3, RESEXIE; FusionNet P EBETH T HIENEFER & & 78, EHxt
AR K EB AT 3 7 1 8 R R U, A DRl A DG B X IR 8 4 i 78 S S ad . AR )y
AT PR A TR B I A B SE R, Rl it 2NN N RONAEY FRIREIELI R, LTt
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Figure 1. Overall structure of the AdversarialMakeup network
[# 1. AdversarialMakeup {48 L5 [E]

3.1. RAE - IEBRRSRFS(StyleNet)

StyleNet 5 1E WA S 2% B h o) TR MR 8 AR I M B RS AN AN B RIS E R, IRl RAR L iR
P MO ORER . P AL 1 P A A 2 A0 RS S i 25 P AT 2%, N .

WAL : FATRUIZ ResNet-50 £ AH T, WA NIIRINE BRI A BHAE £ s
H. R, JRE 4R BN e R R R B A E 4EE N B A R e . BARH, idmASE L
BNKA T, WNEgSERT c=E (1), R RAFAE RE S BRHE R T )5 2R

K b 2. ELFE AT 3 SR A3 53 SCPR R o AU 20 S S R N BT 22 RUBE /N AR H B X
EI R AL, BRI, 8000 SONBE B T RIS ResNet J2 06 B (14 7 [ ARFAE
W2 S R R 4E P R, S B SRR ERHE F . BEE, X F T 2R
B, REIE ARSI E s =E (1) RMsIE s il T A SEEGRARLEER, M2 RE
JRHE AR P (B A A e I AR 1 ) 2 DR AT AE XU St i e it v, DAL FusionNet @& 48 H

FRFR IR IS SR OR P9 25 T 5 ¢ R XU ) 5 s if S 90 S0l R 457 5 4 N AT 28 AR 5 JEL, - StyleNet
Bt — AN 2% Q SRITRLVFAL ¢ A1 s FIBR & 7347 5O A (8] (9 22 5%, FFLL MINE (Mutual Infor-
mation Neural Estimation) ¥ 77V 1599 3 (1 BLAS B THE 1 (c,s) « WZRRT B /M Z A T, 4 1 (¢, s) 183 0,
MG B AL 5 s SR . 280130 MG IEREAK (c,5) R A F— B, HREARNS (c,s) K
HAFEIE, & XA BHRKRAAR():

Ly=E, , [ O(c,s ] B 5P [log<exp(Q(c,s’)))J (1
Hodr 0 HEAZ BATFM 4, ZBRIE i /IME ¢ 5 s FIEAR B o fERAERXT P 25 17 & A RS [) B9
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INERL A L — X e R Ak R, R ¢, s M SR A [ R AT XRS5, DAL 2 i 25 PR B 15
XK L, =|é— c| +5 s, HAé=R(c),5 =R (s). StyleNet &L L1 KI5 /MR i e 2 g FO 10K A

P, AP BEFR R TR AT, T ERURAE, (65 A ISR T AT AThE: B d 5
65 Y G HTRFAE , SRR T BB D IR LA G

StyleNet 112 TR 5t 28 L RS A7 055 IR RO KU 5 2 LR ot oA AR 0 0
ST P ALY, PECE RO A B AR A S B IR A A (5 B, FECE AR
AR, B StyleNet (AU S AR, —Jr TN T N GRIRE IERIAE s Rt B ARIE, 5Tty
BT T UL RS e
32. BRXEREE

WHESH GRS . RIEETTIAAER S %5, A RRIE A 2ot BLR s
SR, FusionNet ZERURHE AILRE LA T A AIHUR], BLEE RN ¢ 43 5 H bR A4S
fiF o S R BORIET BRI 0 ARG 107, A% PSGAN et K i3t 2
{7 T A e

FusionNet {41 181 /2 U FUSEAFEXT AR AROHFGE F, AU S5 £, JUT SRR 8%,
xR (K F ) R e A 2 SR . LR £ BRI O, 7 RO LA
4%@@%@%ﬁﬂ$Ao@ﬁﬂ%ﬁﬁ@%immw%ﬁwwg@@%MEWL%ﬁﬁﬂ%F’ﬁ%
MRHEE £ A JUIRT 2R B AOREAE— MBI . 25, ISP R 2, ¢ B 505
R SHE FO R U REIE L RS E R0 40 FOREROAHE  PusionNet (£ £ LA 2 X
PERIH, MU LA B ZRHE AT B, (B B MR AERL I B F Xt 5 AR A (8
W, % D AGRHTIE SIS0 WAL R RIE, WA

F;(tl),F;(tZ),’”ZDa ({Ft(ti)}L ’{Fr(fi)}L j
i=1 i=1

Forp 1 FORIGHUN JUAMRHE R 2, 0 2 RUZ WA REE, S80S A2 ) EXE 55 3] Hbr A, JCHOR IR
S TR R X SRR s 0 XS R N LB AL, RS B B ARFFES . X3S % | PSGAN H2 i)
AMM L (Attentive Makeup Morphing), Ji& 34 181 5% I8 3 24 I ARG PR AR TE 2 5 e S AE VRN K A7
BHo XM E, AXMITIEEET Transformer KA X R ) JE B, 7 LL— @2 ARG ST KAt sORIE
A1, AWK AR, RIGA B Pl AT 52225 Bk .

3.3. BENFEETIE

SRR TR KAt 2T B 1 B R, AT T B E SO EA A & B BRI A G AR
HIHERD M Ak 4 A KA ERER A, 7ERRAN RRE b 3 (X oA S T 30 45 e s M A AE 5 19 2 K5 AE
(R HLB, I LA eI Gy SR A 2050 1 U B e A R, ARG A3 Bk R T SR X8
Sy 22 R RE R T 7 T 0 SRR, R B e R [ B S T AR [0 1 JRURK SRR EEE PR - i
ESUR AL
EthAﬁiuFm@ﬁaﬁﬂ%ﬁf%&%ﬁ%ﬁ%ﬁﬁk%%ﬁEwﬁ&w%m%&%ﬁwﬁ
S MR FY R, SEBL R R R
DX AR E T b A — B 1, P F AR AE RIS R R AR 122 57 ARV \ ‘%Lmﬁﬁﬁfﬁ
SIS M GRIER K ), BN NEBRIR %, ?ﬁKAEﬁﬂEEm(,)zﬁu&*A
A REE whg") (x,y) FIT 55, dEX X5, XA EHULLE 0 B 1 21, FoRERE (x,p) (8 L,

K

W
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fiE, DASHUE DLt Sz A ALE BT 0 S 2 (R 8 FAR A ARFAE . S IORE () X sk B, 0 f
R TN X R TR BRI . X — B ATLUE M s o - (w0 ) )= o(FY, Y M)
S RN (RIS HER) L db, BB AU BT A AL 4
Fily =W o FY +(1-w") o £V 2)

”

L D 0 % RIS S, © RoRERE M. T BB RE (=11, %l L 2aa
g P ESRRERIMR R, 5 SRR E AR FO RIS FO i, 3 — AN A BT
I BRABHAIT: SRR R O % ECO, FO BT IRGR S, SRR

E =m0 ED +(1-w ") E ;B LZHORUR BE 245 RNE) FL, B, FFLI BB refine AL
PP AT, AR B A FO), o XA S A B A B IAT, B
AR O A B PO, oo FIE), o SRS 0 % RSEASAE 4 79 FusionNet ARFDSSHIHIN .
FF Rt R 5 E IR, BUR RS AERL R (R R kKUK SE P G —, (40 R EE 2  3e
3 4 o T

4. K
4.1. WIESE

BiEdE: A MT-Dataset /5 Al Z78. MT-Dataset (Huang et al.) [11]/&—N%11H TR
TR HEIRLE, 5 KM 10,000 sk E A N TIEEME, )2 B T AU 2 I 255 PEAG
ZHAR RS T IO NS A e NS I, R NI B 5 B ) T A3 B A A DGR bR E, R HE
PEAE T B E G G R T SRR AR T, A A T T A KA R I 9 . SRS i) 2 FE M A T 2
A L RSP At R I AR R ORI B AR v . Ak, A SCIRIEFE CeleBA-HQ il LADdataset 1EA
AR R4

CelebA-HQ [13]HHEE /2 CelebA HIRER R ERA, 4L T =2 HE2£(1024 x 1024)1) 4 N HH E
%, EH TR RSB RIRANELS . BEEZ 30,000 5KA8E T 40 ZMEMEMEE, Wit
AN RS, RS, BAWEMEGRE. AR R E R RLER— T4, EZTFEAE 1000
FRFEAS, AT RTINS, RS G e bR gt —E.

LADdataset [ 14508545 /& — % At R ST R RO T 5 B e AT 5 W s il E 5 4, BE T
27 10,000 FK T EUE « H0H 46 i ok BUR AR ER AL T 0K A e el BUR, X e B R 1 2 PPN [
Pt AR, BREHE . Mt AWM, Rt AN A XA TR F1 A BT 55 1 73 5K

TRACFHE . AT A PG AE AL B 45— 45 R 256 x 256 20 HE5, 45 75 B (1) G A F 7)1 2511 BiSeNet
NI AT B R R B g ok MR IR S . JS 38 B JRAE X s M. FEERIG a7 i, xS I 2R G AT BEAL
IRV HR S S R A
4.2. Whietr

(1) ASR@0.6: i LN 2, 3R A et e N5 BN AE RO AR Y E e AEAHABLREAIR T 0.6 Y LLA71,

53 WAE ArcFace. CosFace. FaceNet. MobileFaceNet PUMA R R Eit5, HBCFIETSS] ASR(avg).
AR RS AL B A R, B s AT . ASR HOTHER L EK(3)

N, N,
ASR = —21,100% / ASR = —H0 51009 3)

i i

Ak Ak
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LPIPS [12]: JBAENAHUEFets, (HH VGG M Eamt 5 B b Jot N8 AR A e B, KRR~
BRI RN -
SSIM [13]: ZEMJMIIPESR L, it 5 B ARE AN SR B —80rE, T 1

(21,1, +C)) (20, +C))
(,ui +,u_f +C1)(Gf +Gy2 +C2)

HistDist: P E T KR, KRR H S 2 B LEEANRR, B = XEEe s )7 - i-r8 L
1, MBI A — B, AR .

PAEFEARAERAIE SR EXSREAR Bt 5E, RS AR HE 2 o A SCHHRDUSR NG IR B 714 ASR L
i R G

4.3. SEIG SR

AT¥ AdversarialMakeup B4 SRR MR AT 72 T, 4% BeautyGAN. PSGAN [14]
S22 GAN J7i%, DLR— NSRBI LR (SOGAN) A B AU FE 28 . BeautyGAN & B AN H XU A\ XL
iy H ZER AT M RS 10 TR, SRR I B 7 IR SRS 20 0R, TR e % AR
BUF . PSGAN J& CVPR2020 HIFE i, 51 N5 (AU AT 75 3R m 6 BE AN B O R TR, Bei MBS
MFEHBER THMETE, RYANRGHEN L — A0H IR BALE R F 5 4 Bk vem, 4k
& FEARIR .

SSIM(x,y) =

Table 1. Performance comparison of different models on the MT-Datase dataset

= 1. T EIFEBYE MT-Dataset 2358 AU RERTLE

VK] £ A 1Y ASR (avg) 1 LPIPS | SSIM 1 HistDist |
Ours (ADGAN) 0.15 0.34 0.90 0.095
PSGAN 0.15 0.35 0.85 0.10
BeautyGAN 0.10 0.36 0.90 0.11
SOGAN 0.11 0.37 0.90 0.12
Diffusion 0.18 0.33 0.91 0.090
AMT-GAN 0.22 0.30 0.92 0.075

B 1A, ASCHJ7E(Ours)fE ASR A& IG5 S br F IS 7B BeE T i 45 538, AR —
ERTHNSE AR HAR T,

Wb iR AR ASR(avg) =0.15, 5 PSGAN ##°F, &1 BeautyGAN 1) 0.10, UiBITEASCAE
B A NG b, NRR AR (1 RE R 1%, A3 7 S AR AA DRI RIOR . 3 HICRE AL B 4L B AR ASR fey
(0.22), {HIL LPIPS =0.30, R4 MENR S B2 REK, RN IR AT 5050 122 A

TGN A5 R B AR LPIPS A1 SSIM B4 0.34 A1 0.90, 5 PSGAN (0.35, 0.91)F1 BeautyGAN
(0.36, 0.90)4b T [A]— &%, KU T EAE DRAE =y B VE I [RINF, AT5 At 8 DR T NG P SRR R AFABLE
SSIM = 0.90 7~ A ) 32 BELERI4H T 5 Toda i JUF— 30 SRR IERBERIR . & s AR SSIM & i
(0.92), XK AY HUE B B AR BB, BU R UK

Bt An — 8k A 5IER] 0.095, BELT PSGAN (0.10)A1 BeautyGAN (0.11). X FEonA SRR
AR EBAEIR S . DA b S 2B A T, 5T ECatral W, WS HH &£ T4
NP X ek 7 B e R Rl &, o 68 40 A (W DL C 55 I AS 4 . SOGAN Al Diffusion 7£ HistDist [ 4371

DOI: 10.12677/csa.2026.161027 334 HEHUR 5 R


https://doi.org/10.12677/csa.2026.161027

THH

pati

FFR,

LF]0.090 F10.075, Sow ik EF BRI RE 71, ARG BN, R ASR IEFRTT LPIPS #UIC.

ZRGK%E, AdversarialMakeup 7EXH A ARG T B2 (A S2HL T RE-F4#7. 5 PSGAN #tL, &
SCVEAEAR AR UG T & (I O T SEIL T B BUi BN 2, UEBAAE Rt 55 Siteds i) b i) st I AR fk
BRI B R . 5 BeautyGAN #HEL, ASCT7ENR & 1 BEEPERENR SRS H L, X T B 2% i) 48
PR 22 453 R I 5 3

5. &t

AW A I T AdversarialMakeup #2Y, 1X 528 —ANEIHT AR RO BTN ZGHESE, B 7RI B SR 1tk
FALFE LA B NI BE AL LR o BB AR o BT AE T AR A 1 RUA - N 25 A il 4 i (StyleNet) 5 22 S FF
LRl (FusionNet) (AR AR B0 1E, b 5 #0080 T AE SRR IR T 2575 57 T 1 Jm 3wt S50 it , 38
AT A A SR T B S SO T RS ], S I SRR A R AR T A R T DX 3 ) S
Vo RGMSLIGIAER Y], S RE W % (ASR(avg) = 0.15)_FIA B T B 7%, FIREEI
W JF E(SSIM = 0.90, LPIPS = 0.34) 5 &t —E M (HistDist = 0.095) 2 [/ HU/5 | fe Al Fif. 45 Lprik, X
TUTAE AR R IE AT S5 3R 4 T MR R i e )y %8, R QPR RAE L dm B S0 ki A 2 5
AR T AL E AR BU SRR IR A, A AR R G AR AL T R AR B R, IR T HAEA AL
A BB BRI ) I S R

HE&mHE
JEHERTR Tk 24 BE 2024 FR w7 AE R G H (I H 5 YKY-2024-40).
SE ik
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