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摘  要 

大语言模型(LLMs)在自然语言处理领域取得了显著进展，但将其有效迁移至多模态情感分析(MSA)任务

仍面临巨大挑战。主要难点在于如何弥合异构模态(如视觉、音频)特征与预训练文本大模型语义空间之

间的鸿沟。现有方法多依赖复杂的深度融合网络或昂贵的全量微调，难以充分利用大模型的推理与泛化

能力。为此，本文提出了一种轻量级的跨模态伪Token适配器(Cross-Modal Pseudo-Token Adapter, 
CMPTA)。该方法并不破坏大模型的原有参数，而是通过高效的注意力机制，将非文本模态特征转化为

LLM可理解的“伪Token”(Pseudo-Tokens)，并以软提示(Soft Prompts)的形式注入文本输入序列，从

而实现多模态信息与文本语义的深度对齐。此外，本文还系统探究了伪Token数量对模型语义对齐效果

的影响规律。实验结果表明，CMPTA能够有效激发大模型的多模态情感理解能力，其性能优于当前的先

进基线方法，验证了该框架的有效性与泛化能力。 
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Abstract 
Large Language Models (LLMs) have achieved remarkable progress in Natural Language Processing, 
yet effectively adapting them to Multimodal Sentiment Analysis (MSA) tasks remains a significant 
challenge. The core difficulty lies in bridging the gap between heterogeneous modal features (e.g., 
visual, acoustic) and the semantic space of pre-trained text models. Existing approaches often rely 
on complex deep fusion networks or expensive full fine-tuning, failing to fully leverage the reason-
ing and generalization capabilities of LLMs. To address this, we propose a lightweight Cross-Modal 
Pseudo-Token Adapter (CMPTA). Instead of disrupting the original parameters of the LLM, this method 
employs an efficient attention mechanism to transform non-textual modal features into “Pseudo-To-
kens” understandable by the LLM. These tokens are then injected into the text input sequence as 
Soft Prompts, achieving deep alignment between multimodal information and textual semantics. 
Furthermore, we systematically investigate the impact of the number of pseudo-tokens on semantic 
alignment. Experimental results demonstrate that CMPTA effectively stimulates the multimodal 
sentiment understanding capability of LLMs, outperforming state-of-the-art baselines, thereby vali-
dating the effectiveness and generalization ability of the framework. 
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1. 引言 

人工智能对人类情感的综合分析能力十分重要，近年来，多模态情感分析在自然语言处理领域越来

越引人注意，面对各种各样的限制，早期的情感分析仅仅只能对文本进行综合分析，这种方式其实与人

类真实的情感表达差距甚大，相同的一句话，通过不同的脸部表情与不同的语气说出往往表达的是不同

的情感[1]，因此，通过多种信息对情感进行分析十分必要，这也为更优质的人机交互体验提供了一个方

向。 
随着深度学习技术的不断发展，研究者逐渐意识到单一模态在情感识别中的局限性，而多模态信息

的融合能够更全面地刻画人类情绪状态。文本模态往往蕴含语义信息，语音模态体现语调、节奏与声音

强弱等情绪线索，而视觉模态则呈现面部表情、眼神、姿态等外在情绪表现[2]。将这些来源不同、表达

方式不同但互补的模态进行联合建模，不仅能够提高情感识别的准确率，也使得模型更贴近真实的人类

认知过程。因此，多模态情感分析正逐渐成为人工智能研究领域的重要方向，其在智能客服、教育辅导、

心理健康监测、社交机器人等多种应用场景中都具有巨大的发展潜力[3]。随着多模态大模型的兴起，这

一领域也正迈向更加细致、智能、可泛化的情感理解时代[4]。 

2. 相关工作 

目前，针对多模态情感分析任务出现了不少杰出的工作，他们大多数是使用一些传统的方法，包括

基于对比学习的方法[5]-[6]，基于监督学习的方法[7]-[9]，基于图学习的方法[10]-[12]等等。基于预训练
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的大语言模型的方法通常指定设计好的大语言模型[13]-[15]，例如 Bert [16]或者 Llama [17]，这些方法通

过将非文本模态的信息转化为与文本模态维度等效的信息，再将其与文本模态信息进行融合，最后达到

能在大语言模型中进行情感分析任务的目的。 
近几年来，研究人员更加关注使用预训练的大语言模型来进行情感分析任务，并且取得越来越好的

效果，主要贡献如下。 
DialogueLLM [18]直接从对话文本中识别情感，通过学习将多模态对话特征空间与基于大规模情感

标注语料预训练的情感特征空间对齐来解决该问题。 
Emotion-LLaMA [19]构建了新的情感分析数据集，通过将音频、视觉与文本特征对齐到统一的情感

语义空间，实现细粒度情感识别与可解释推理。 
ECPEC [20]提出基于知识蒸馏与 LLM 的多模态对话情绪–原因对抽取方法，通过教师模型生成情

绪摘要并优化学生模型，实现情绪与成因联合识别。 
M5SER [13]提出两阶段对比学习框架，将多语种语音与情绪词对齐，实现跨语言零样本语音情绪识

别。 
DeepMLF [21]通过可学习融合 token 在若干层解码器中渐进式深度融合音视频与文本，仅用二十个 

token 即实现多模态情感分析。 
MERITS-L [22]先用大模型给语音识别文本打伪标签预训练文本编码器，再与语音嵌入做分层上下文

建模和交叉注意力融合。 

3. 方法 

本文提出的 CMPTA 模型，整体架构如图 1 所示，编码器由预训练大语言模型的文本嵌入层(Text 
Embedder)、基于 LSTM [23]的时序特征对齐层以及跨模态伪 Token 适配器(CMPT)组成，解码器为预训

练好的大语言模型。 
 

 
Figure 1. Cross-modal Pseudo-Token adapter framework 
图 1. 跨模态伪 Token 适配器框架概览 
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3.1. CMPTA 的编码器 

3.1.1. 文本嵌入层 
文本嵌入层是预训练语言模型中将离散符号映射到连续向量空间的关键模块。对于输入的文本序列

( )1 2, , , TX x x x=  其中每个 ix 都是词表中的索引，嵌入层将其转换为维度为 d 的向量表示，使模型能够在

连续空间中捕捉语义与句法特征，并支持基于梯度的优化。 
设预训练模型的嵌入矩阵为 V dE R ×∈ ，其中 V 为词表大小、 d 为嵌入维度，则嵌入操作可表示为： 

 [ ], 1, ,i ih E x i T= =   (1) 

其中 [ ]iE x 表示嵌入矩阵中第 ix 行的向量。对于批量输入张量 B Tx R ×∈ ，其对应的嵌入输出为： 

 ( ) B T dH Embed X R × ×= ∈  (2) 

3.1.2. 时序特征对齐层 
虽然预训练大语言模型本身具备强大的长序列建模能力，但原始的视觉和音频特征序列往往存在采

样率高、噪声大、时序冗余等问题。直接将其输入 LLM 会导致上下文窗口被无效信息占据，降低推理效

率。 
因此，我们在 LLM 之前引入了一个时序建模模块，并以双向 LSTM 作为主要实现形式，用于对非

文本模态特征进行时序压缩与去噪。通过进一步的消融实验，对比单向 LSTM 与双向 LSTM 在该模块中

的表现，以分析不同时间上下文建模方式对整体性能的影响。它将长序列的原始模态特征编码为更紧凑

的上下文表示，在保留关键情感动态的同时，对齐了非文本模态与文本模态的信息密度，为后续生成高

质量的伪 Token 奠定基础。输入序列表示为： 

 ( )1, , , ind
T tX x x x R= ∈  (3) 

双向 LSTM 同时从前向与后向建模序列的动态变化，其输出为： 

 ;t t th h h =  
 

 (4) 

其中前向与后向隐藏状态互补地编码了局部与长程依赖关系，为后续任务提供更具表达力的特征。 
为进一步提升表示质量，拼接后的隐藏状态经过一个线性映射与归一化层： 

  ( )LayerNormt th Wh b= +  (5) 

该步骤在压缩维度的同时，使特征分布更加稳定，有助于加快模型收敛。此外，在训练阶段使用

Dropout，以降低过拟合风险。考虑到实际输入序列具有不同长度，在输出阶段根据每个样本的真实长度

L 将超出有效范围的时间步置零，从而保证特征序列仅由有效语义位置构成。这使得模型能够灵活地处

理可变长度输入，同时保持特征对齐与结构一致性。 

3.1.3. 跨模态伪 Token 适配器 
为了弥合异构模态(视觉、音频)与预训练大语言模型语义空间之间的鸿沟，我们设计了一个跨模态伪

Token 适配器(CMPT Adapter)。不同于传统方法中设计复杂的深层融合网络，本模块的核心目标是充当

“桥梁”，将非文本模态特征高效映射为 LLM 可理解的软提示(Soft Prompts)。 
对于任意两种模态 X 与Y 令其特征序列分别为： 

 { } { }1 1, , , , ,T TX x x Y y y= =   (6) 

如图 2 所示，该适配器采用参数高效的注意力交互机制。它并不试图替代 LLM 的推理能力，而是通

https://doi.org/10.12677/csa.2026.161023


李志豪 等 
 

 

DOI: 10.12677/csa.2026.161023 285 计算机科学与应用 
 

过多头注意力机制(MHA)进行计算，对于任意两个模态 X 与Y ，跨模态注意力计算定义为： 

 ( ) softmax, ,Y X XX
Y XQ K V

d
Attn Q K V  

 
 

=  (7) 

其中， ( ), , ,X Y T V A∈ ， X Y≠ ， d 为隐藏层维度的大小，例如，当Y 为文本模态时， X 作为视觉(V )和
音频( A )模态分别经过(7)式计算得到 1t 与 2t ，Y 为视觉模态和音频模态时以此类推，该过程生成的六类特

征向量被定义为伪 Token： 

 { }1 2 1 2 1 2, , , , ,t t v v a a  (8) 

可进一步输入到后续融合层、多模态 Transformer 或分类器中，用于增强下游任务性能。 
 

 
Figure 2. Cross-modal Pseudo-Token adapter 
图 2. 跨模态伪 token 适配器 

3.2. CMPTA 的解码器 

在 CMPTA 框架中，解码器承担着将多模态融合后的表示映射为自然语言输出的核心职责。本研究

采用 Qwen-1.8 作为解码器主干。Qwen 系列是基于 Transformer 解码器结构的大规模自回归语言模型，通

过海量中英文语料预训练，具备强大的语义建模能力、知识泛化能力以及对齐上下文的文本生成能力。

选择 Qwen-1.8 作为解码器主要基于以下两点考虑：其一，模型规模适中、参数量与计算需求平衡，便于

与多模态特征融合层进行端到端训练；其二，Qwen 在开放域对话、知识问答与指令跟随任务中表现优异，

可有效提升本研究任务中的文本推理与回答的自然性和一致性。 

3.3. 损失函数 

模型在前向过程中直接接受预融合后的模态嵌入作为输入，并利用与之对齐的真实标签进行自回归

训练。由于给定了真实标签，大语言模型会自动计算跨序列的交叉熵损失。具体而言，模型对每个时间

步输出原始线性分数，并通过标准的下一个 token 预测任务最小化损失，公式如下： 

 ( )log |t
t

L p y x tθ= − ≤∑  (9) 

其中被 mask 的标签不参与损失计算。 
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4. 实验 

4.1. 数据集 

本研究在两个经典的多模态情感分析数据集上验证模型性能，分别为 SIMS-V2 与 MELD。如表 1 所

示，SIMS-V2 是中文多模态情绪数据集，样本来自短视频片段，包含文本、视觉与音频三模态信息，并

采用连续情感强度标注，能够细粒度刻画情绪变化。MELD 则源自电视剧《Friends》的多角色对话场景，

同样提供文本、视觉和语音模态，但使用 7 类离散情感标签，并包含跨轮次对话上下文。两个数据集在

语言、情感标注体系、场景、数据来源等方面具有互补性，为全面评估模型的跨场景泛化能力提供了可

靠基础。 
 

Table 1. Summary of the SIMS-V2 and MELD datasets 
表 1. SIMS-V2 和 MELD 数据集的统计情况 

数据集(Dataset) 训练集(Train) 验证集(Valid) 测试集(Test) 总计(Total) 语言(Language) 

SIMS-V2 2722 647 1034 4403 Chinese 

MELD 9989 1109 2610 13708 English 

4.2. 评价指标 

本研究根据任务特性分别采用平均绝对误差(MAE)与加权 F1 分数(WF1)作为主要评价指标。对于采

用连续情感强度标注的数据集，使用 MAE 衡量预测值与真实值之间的平均绝对偏差，刻画模型在回归

情感强度方面的误差表现。其定义为： 

 
1

1 ˆMAE
N

i i
i

y y
N =

= −∑  (10) 

对于使用离散情感类别标注的数据集，采用 WF1 分数反映模型在类不平衡条件下的整体分类性能。

WF1 分数对各类别值按照样本数量加权： 

 
1 1

WF1 F1 ,
c

c
c c c C

c jj

n
w w

n=
=

= ⋅ =∑
∑

 (11) 

MAE 关注预测偏差规模，而 WF1 能有效处理类别分布不均带来的偏差，两者结合能够全面评估模

型在连续与离散情感任务上的表现。 

4.3. 实验设置 

本文的 CMPTA 模型接受文本、视觉和音频特征作为输入，对于整个数据集，首先将数据集分为训

练集、验证集和测试集，训练集用于模型的训练阶段，验证集用于训练过程中检验模型的阶段性效果，

实验结果是模型在测试集上的表现。所有的模型训练和测试皆是在一个装有 windows 系统上的设备完成

的，该设备配备 GEFORCE RTX 4090 显卡。模型训练的超参数见表 2 所示： 
 

Table 2. Experimental hyperparameters and prompt settings for the SIMS-V2 and MELD datasets 
表 2. SIMS-V2 和 MELD 数据集的实验超参数和提示词设置概览 

超参数(Hyperparameter) 数值(Value) 

特征维度 1024 

优化器 AdamW 
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续表 

学习率 5e−4 

迭代次数 150 Epochs 

批次大小 16 

提示词(Prompt) 

数据集(Dataset) 提示词(Prompt) 

SIMS-V2 '请对上述多模态内容的情感强度进行预测，范围在[−1.0, +1.0]之间。响应：

情感为' 

MELD 
'Please recognize the emotion of the above multimodal content from the target set 
<neutral:0, surprise:1, fear:2, sadness:3, joy:4, disgust:5, anger:6>. Assistant: The 
emotion is' 

4.4. 实验结果 

我们在 SIMS-V2 和 MELD 这两个数据集上分别进行了实验，所有的实验均保证了训练集、验证集

和测试集拥有相同方式的划分，对于 SIMS-V2 这个数据集，我们做的是情感回归任务，评价指标为平均

绝对误差，结果如表 3 所示，我们的方法 MAE 值为 0.308，显著优于对比方法，说明在情感回归任务中，

对多模态信息的互补性建模更加充分，能更好地捕捉情感强度的细微变化。对于 MELD 数据集，我们做

的是情感分类任务，评价指标为加权 F1 分数，结果如表 4 所示，我们的方法 WF1 分数为 59.49，超过现

有方法，表明模型在复杂对话场景下能够更有效融合多模态信息，并缓解说话人变化和情境噪声带来的

影响。 
总体而言，在回归型(SIMS-V2)和对话型分类(MELD)两类特性差异明显的数据集上均取得稳定提升，

说明我们的方法具有较好的跨数据集泛化能力和融合有效性。 
 

Table 3. The results on the SIMS-V2 dataset 
表 3. 在 SIMS-V2 上的实验结果 

方法 MAE↓ Corr 

LMF [24] 0.343 0.638 

Self-MM [25] 0.335 0.640 

MAG-BERT [26] 0.334 0.691 

MSE-LLaMA2-7B [27] 0.382 0.553 

CMPTA (Ours) 0.308 0.686 

 
Table 4. The results on the MELD dataset 
表 4. 在 MELD 上的实验结果 

方法 WF1↑ 

TFN [28] 57.74 

MMGCN [29] 58.31 

GA2MIF [30] 58.94 

CMPTA (Ours) 59.49 
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4.5. 消融实验 

我们在 SIMS-V2 和 MELD 数据集上，分别对时序特征对齐层、跨模态伪 Token 适配器和伪 token 生

成数量进行了消融研究，结果如表 5 和表 6 所示。 
 

Table 5. Ablation results on SIMS-V2 
表 5. 在 SIMS-V2 上的消融实验结果 

时序特征对齐层的消融研究 

是否启用 MAE 

是 0.308 

否 0.412 

LSTM 类型 MAE 

双向 0.308 

单向 0.328 

跨模态伪 Token 适配器的消融研究 

是否启用 MAE 

是 0.308 

否 0.380 

伪 token 生成数量的消融研究 

数量 MAE 

5 0.313 

6 0.308 

7 0.309 

8 0.311 
 

Table 6. Ablation results on MELD 
表 6. 在 MELD 上的消融实验结果 

时序特征对齐层的消融研究 

是否启用 MAE 

是 59.49 

否 41.19 

LSTM 类型 MAE 

双向 59.49 

单向 53.89 

跨模态伪 Token 适配器的消融研究 

是否启用 MAE 

是 59.49 

否 51.31 

伪 token 生成数量的消融研究 

数量 WF1 

5 54.20 

6 59.49 

https://doi.org/10.12677/csa.2026.161023


李志豪 等 
 

 

DOI: 10.12677/csa.2026.161023 289 计算机科学与应用 
 

续表 

7 55.67 

8 55.23 

4.5.1. 时序特征对齐层的消融研究 
为了提高模型的健壮性，我们在特征对齐层没有使用基于 Transformer 的编码器，尽管基于

Transformer 的编码器在很多任务上表现出色，但在本任务的模态对齐阶段，特征序列相对较短且样本量

有限。相比之下，双向 LSTM 具有更强的归纳偏置，在小样本下更易收敛且不易过拟合[23]。为了提高模

型的健壮性和训练效率，本工作选择了双向 LSTM 作为对齐层，如表 5 和表 6 所示，在使用双向 LSTM
时，模型在 SMIS-V2 和 MELD 数据集上性能都有不同程度的提高。 

在 SMIS-V2 数据集上，从表 5 可知，当启用时序特征对齐层时，MAE 为 0.308，而移除后性能显著

下降至 0.412。这说明高质量的时序特征是情感回归的基础，直接使用原始或弱处理特征难以有效表达情

感相关信息，特征提取模块在降低回归误差方面起到了关键作用。 
在 MELD 数据集上，从表 6 可知，启用时序特征对齐层时，WF1 分数达到 59.49，而移除后骤降至

41.19，性能下降极为明显。这表明在 MELD 这种多说话人、情绪变化复杂的对话场景中，高质量时序特

征对情感判别至关重要，缺乏有效时序特征会严重削弱模型的判别能力。 

4.5.2. 跨模态伪 Token 适配器的消融研究 
在 SMIS-V2 数据集上，从表 5 可知，启用跨模态伪 Token 适配器可将 MAE 从 0.380 降至 0.308，性

能提升明显，表明该适配器在建模跨模态交互和全局语义对齐方面具有重要贡献。缺少 CMPT 时，模型

对不同模态间互补信息的利用不足，导致情感强度预测精度下降。 
在 MELD 数据集上，从表 6 可知，移除跨模态伪 Token 适配器后，WF1 从 59.49 降至 51.31，说明

CMPT 在 MELD 上同样发挥了重要作用。该模块有助于建模多模态间的深层交互关系，从而更好地应对

对话中模态信息不一致和上下文复杂的问题。 

4.5.3. 跨模态伪 Token 适配器的定性研究 
我们在 SMIS-V2 和 MELD 数据集上对跨模态伪 Token 适配器进行了定性分析。在模型训练过程中，

我们随机抽取了一些样本，以观察文本模态(T)在训练过程中是如何利用视觉模态(V)和音频模态(A)的信

息进行特征增强和对齐的。通过可视化 T 对 V 和 T 对 A 的注意力权重，我们能够直观地理解模型在跨

模态交互中的信息流动，从而验证伪 Token 适配器在多模态特征融合中的有效性。 
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Figure 3. Visualization of visual and audio attention weights on SMIS-V2 
图 3. SMIS-V2 上对视觉和音频注意力权重的可视化 

 

  

 
Figure 4. Visualization of visual and audio attention weights on MELD 
图 4. MELD 上对视觉和音频注意力权重的可视化 

 
在 SMIS-V2 数据集上，注意力图的横坐标表示 Token 序列索引，其中偏后的索引位置对应的是占位

Token (用于序列长度统一)，这些 Token 不参与实际信息交互，因此没有有效注意力权重。不同模态横坐
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标范围不一致，是由于不同模态数据本身的序列长度不一致，最终导致了生成的伪 Token 的实际长度也

不同。从图 3 可知，在训练过程中模型对视觉和音频模态的伪 Token 有着不同程度的关注度，在有效伪

Token 的范围内尤其明显，最高点往往意味着模型捕捉到了与文本模态信息最为密切相关的视觉和音频

模态信息，充分说明跨模态伪 Token 适配器对 LLM 进行多模态情感分析具有十分重要的作用。 
在 MELD 数据集上，注意力图的横坐标表示 Token 序列索引，不同模态横坐标范围不一致，是由于

不同模态数据本身的序列长度不一致，最终导致了生成的伪 Token 的实际长度也不同。通过对图 4 的分

析，我们能够直观地看到文本模态在训练过程中是如何利用视觉和音频模态进行特征增强与跨模态对齐

的：高注意力值的区域对应文本模态与视觉模态之间的强相关信息，而音频模态的注意力则在部分关键

时间步上体现作用。整体来看，注意力图验证了伪 Token 适配器在多模态特征融合中的有效性，同时也

反映了各模态在不同数据集上的信息贡献差异。 

4.5.4. 伪 Token 生成数量的消融研究 
我们在两个数据集上就伪 token 的数量进行了消融实验，分为四种情况，如表 5 和表 6 所示，不同伪

token 数量下性能差异较小，但 6 个伪 token 时取得最优结果，这与跨模态伪 Token 生成数量一致，充分

说明了我们提出的 CMPTA 的有效性。结果展示数量过少限制了跨模态信息表达能力，而数量过多可能

引入冗余信息，反而影响回归效果，说明模型在表达能力与噪声控制之间存在一个合理的平衡点。 
 

  

 
Figure 5. Visualization of visual and audio attention weights for a sarcastic sample in the MELD dataset 
图 5. MELD 中一个反讽样本对视觉和音频注意力权重的可视化 
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4.5.5. 伪 Token 生成数量的定性案例分析研究 
为了直观展示 CMPTA 的有效性，我们选取了 MELD 数据集中的一个反讽样本进行注意力权重可视

化。文本内容为“这也太好了吧”，但在视觉上人物眉头紧锁，音频语调阴阳怪气的。传统文本模型将其

误判为“积极”，如图 5，而 CMPTA 通过引入 6 个视觉伪 Token 和音频伪 Token，关注到了额外的视觉

和音频模态信息，成功修正了 LLM 的判断，将其正确识别为“厌恶”情绪。这证明了伪 Token 数量为 6
个时成功捕获了非文本模态中的关键互补信息。 

实验表明，当 Token 数量少于 6 时，伪 Token 承载的信息均值被过度压缩，导致非文本模态的关键

细节丢失，而当 Token 数量过多时，引入了过多的冗余信息甚至噪声，干扰了 LLM 对文本主干语义的理

解。因此，6 个 Token 在保留模态互补信息与维持语义空间纯净度之间达到了最佳平衡。 

5. 结论 

本文提出了 CMPTA 多模态情感建模框架，旨在解决多模态情感分析中跨模态交互不足和情感表达

不充分的问题。CMPTA 通过引入时序特征对齐层和跨模态伪 Token 适配器，在统一语义空间内实现了

更充分、稳定的多模态信息交互。在 SIMS-V2 情感回归任务和 MELD 对话情感分类任务上的实验结果

表明，CMPTA 在 MAE 和 WF1 指标上均优于多种主流方法，验证了其在不同任务形式和数据集特性下

的有效性与泛化能力。消融实验进一步证明了时序特征对齐层和跨模态伪 Token 适配器在性能提升中的

关键作用，同时分析了伪 token 数量对模型性能的影响，说明合理的结构设计能够在信息表达能力与噪

声抑制之间取得平衡。总体而言，CMPTA 为多模态情感分析提供了一种有效且具有良好扩展性的解决思

路，可为后续多模态表示学习与跨模态建模研究提供参考。 
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