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Abstract

Influenced by factors such as natural aging and environmental erosion, ancient documents
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universally suffer from text degradation. Existing general inpainting algorithms, due to the use of
non-specialized masks and a failure to capture character structures, result in weak generalization
and structural errors in reconstructed glyphs. To address these issues, we construct a specialized
mask dataset simulating real-world damage (encompassing nine damage types) and propose a
Dongba character inpainting algorithm that integrates a glyph enhancement module with a Trans-
former. The algorithm first employs the glyph enhancement module, which utilizes wavelet decom-
position to extract structural feature information from the low-frequency domain. Subsequently,
these structural features guide the Transformer to perform structural inference and content gener-
ation for missing regions, thereby reconstructing Dongba character images with complete struc-
tures and clear textures. Comparative experiments on a damaged handwritten Dongba character da-
taset demonstrate that the proposed method significantly outperforms existing algorithms across
multiple metrics at various mask ratios. Experimental results validate the effectiveness of the pro-
posed algorithm and offer a viable solution for the inpainting of ancient texts and ethnic minority
pictographic scripts.
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Figure 1. Damaged Dongba ancient books
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Figure 2. Masked image
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Figure 3. Overall architecture text image inpainting for damaged handwritten Dongba characters via glyph enhancement and trans-
former
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Figure 4. Glyph enhancement module
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Figure 5. Linear attention structure diagram
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Figure 6. Feedforward network structure diagram
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Table 1. Comparison of image inpainting effects of five algorithms

1. XL 5 MECEERIZEMR

VR FE0D A ATO-GAN SCCGAN MADF T-former FiNgs
20%~30% 0.0082 0.0066 0.0074 0.0054 0.0053
30%~40% 0.0114 0.0119 0.0118 0.0097 0.0095
MAE 40%~50% 0.0184 0.0181 0.0180 0.0159 0.0155
50%~60% 0.0158 0.0152 0.0156 0.0129 0.0127
60%~70% 0.0191 0.0186 0.0193 0.0161 0.0159
20%~30% 23.95 22.70 23.87 24.04 24.17
30%~40% 20.99 19.47 21.13 20.70 20.78
PSNR 40%~50% 17.80 17.10 18.04 17.92 18.05
50%~60% 18.53 18.10 18.81 18.87 18.99
60%~70% 17.22 16.83 17.49 17.52 17.66
20%~30% 0.970 0.969 0.934 0.974 0.974
30%~40% 0.954 0.949 0.906 0.956 0.957
SSIM 40%~50% 0.929 0.932 0.901 0.938 0.939
50%~60% 0.940 0.943 0.902 0.949 0.950
60%~70% 0.927 0.943 0.883 0.937 0.938
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Figure 7. Qualitative comparison of character image inpainting results
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