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Abstract

In recent years, with the frequent occurrence of natural and man-made disasters, the importance
of accident investigation reports has become increasingly apparent. To address the challenges of
complex layouts, diverse element types, and significant scale variations in accident investigation re-
ports—which lead to overlapping detection boxes and difficulties in recognizing small-scale elements
with existing models during key information extraction—we propose a layout analysis method based
on an improved YOLOv10. First, by collecting documents published by provincial emergency man-
agement departments, we construct a specialized dataset for accident investigation reports con-
taining 2500 images, and 23 fine-grained layout element labels were defined to enhance semantic
discrimination. Second, a GL-CRM module is introduced into the YOLOv10 backbone network. By
dynamically allocating computational resources, this module enhances the model’s feature extrac-
tion capabilities for targets of different scales, thereby resolving the issue of feature loss in fine-
grained elements. Additionally, utilizing YOLOv10’s NMS-free strategy, a dual-head architecture
(comprising one-to-many and one-to-one detection heads) is adopted to reduce detection box over-
lap and improve inference speed. Experimental results indicate that the improved model achieved
an F1 score of 87.72% and an mAP of 88.5% on the self-constructed dataset, representing improve-
ments of approximately 0.04 and 0.7, respectively, compared to the baseline model. These results
validate the effectiveness and superiority of the proposed method in the intelligent processing of
accident investigation report documents.
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Figure 1. The development of datasets
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Figure 2. Statistical distribution of annotated semantic regions in the dataset
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Figure 3. Flowchart of dataset construction
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Figure 4. YOLOV10 process structure diagram
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Figure 5. Comparison of workflow structures between C2F and CRM modules
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Figure 7. Visualization results of model inference (in the top left, top right, bottom left, and bottom right respectively
YOLO10m (our), YOLOv10m, YOLOvV10x)
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Table 3. Performance comparison of various models on the dataset
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