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Realizing the automatic and fine-grained segmentation of vegetation types using high-resolution
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UAV visible imagery is of great significance for ecological environment monitoring and quantitative
research. However, the limited spectral information of visible imagery, coupled with the similar
spectral characteristics among different vegetation types (especially arbor, shrub, and grassland),
poses challenges to the accuracy of segmentation. This study proposes an improved U-Net semantic
segmentation model aiming to enhance the segmentation accuracy and model generalization ability.
The main improvements include: 1) replacing the original encoder with the ResNet34 network pre-
trained on ImageNet to strengthen multi-level feature extraction capability; 2) introducing spatial
and channel squeeze-and-excitation (SE) attention modules into skip connections to achieve adaptive
feature fusion; 3) designing a hybrid loss function combining cross-entropy loss, Dice loss, and Focal
loss to optimize the training process and focus on hard-to-segment samples. Experimental verifica-
tion was conducted on a self-constructed UAV imagery dataset, adopting five-fold cross-validation
and the OneCycleLR learning rate scheduling strategy. The results show that the overall accuracy
(OA) of the proposed model on Test Set B reaches 90.2%, improving by 6.3 percentage points com-
pared with the original U-Net. Particularly, the segmentation accuracy of shrubs and grassland is
significantly enhanced. This study provides an effective deep learning solution for fine-grained veg-
etation identification based on low-cost visible light data.
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Figure 1. Schematic diagram of the geographical location of the study area
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Figure 2. UAV image data of the sample area
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Table 1. Image interpretation features of three vegetation types in the sample area
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Table 2. Display of corresponding images and labels for partial multi-
class classification data
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Figure 3. Structure of the improved U-Net model
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Table 4. Results of the ablation study
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Table 5. Comparison of model accuracy and efficiency metrics
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