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Abstract

To address the problems of insufficient style feature representation and inaccurate glyph structure
transfer in cross-lingual few-shot font generation tasks, this paper proposes a few-shot font gener-
ation method that integrates an attention mechanism with triplet loss constraints. Based on feature
extraction from style font images, a context-enhanced attention mechanism is introduced, which
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combines convolutional operations with a context-aware feature transformation module to jointly
model fine-grained local stroke features and global structural information of glyphs. Subsequently,
the decoder reconstructs the fused features to generate target font images. In addition, a triplet loss
function is incorporated to constrain the generated results from both content consistency and style
discriminability perspectives, thereby enhancing glyph structural consistency and style expression
capability. Experimental results demonstrate that the proposed method effectively improves struc-
tural fidelity and style transfer quality in few-shot and cross-lingual font generation tasks.
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Figurel. Network structure diagram
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Figure 2. CoT-Attn network architecture diagram
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Figure 3. Comparison of experimental results display
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Table 1. Summary table of indicators from comparative experiments
= 1 R RTUEIRL B R

LPIPS| SSIM1 MAE] RMSE] MS-SSIM1
Unseen Font Seen Character (UFSC)
EMD 0.2723 0.2891 0.4857 0.6870 0.2368
FTransGAN 0.1389 0.3171 0.3624 0.5774 0.3361
MF-Net 0.2045 0.3206 0.4302 0.5742 0.3105
Ours 0.1391 0.3216 0.3601 0.5759 0.3383

Seen Font Unseen Character (SFUC)

EMD 0.2052 0.3945 0.2815 0.4558 0.3383
FTransGAN 0.1131 0.4447 0.2459 0.3829 0.4418
MF-Net 0.2102 0.4172 0.3313 0.4426 0.3567
Ours 0.1149 0.4452 0.2375 0.3831 0.4429
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Figure 4. Ablation experiment results
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