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摘  要 

目前会话推荐模型大多通过计算项目物品与用户会话的准确性匹配度，从而决定用户的推荐列表。但是，

仅依靠准确性匹配度进行推荐导致存在推荐新颖性不足、推荐结果倾向热门化问题。为解决上述问题，

本文提出了一种能够提升会话推荐列表新颖性的新颖性机制，将其运用在会话推荐模型中以观察效果。

本文首先将用户与会话推荐系统的交互行为数据构建为有向会话图，使用图神经网络的门控更新机制融

合邻域信息与全局偏好，为每一个项目生成向量信息；然后，将会话的局部兴趣与全局偏好的注意力加

权融合，计算会话的向量，并通过会话的向量与项目进行相似性计算，得出每个项目的推荐得分；最后，

引入基于流行度的物品新颖度指标，可以通过修改参数x平衡新颖性与准确性，得出每个物品的综合得分，

取出综合得分排名前列的物品作为推荐列表。在调整参数x的过程中，本文根据准确性和新颖性实验结果，

将新颖化推荐分为三种模式：精准推荐模式、新颖性推荐模式、新颖性优先模式。系统管理者可以根据

不同的场景灵活设置参数x以完善用户体验。本文为提升会话推荐系统的新颖性推荐能力提供了一种新

的技术路径。 
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Abstract 
Currently, most session-based recommendation models determine the user’s recommendation 
list by calculating the accuracy matching degree between items and the user session. However, 
relying solely on accuracy matching for recommendations leads to issues such as insufficient 
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recommendation novelty and a tendency for results to favor popular items. To address these 
problems, this paper proposes a novel mechanism capable of enhancing the novelty of session-
based recommendation lists and applies it to session-based recommendation models to observe 
its effects. This paper first constructs the interaction data between users and the session-based 
recommendation system as a directed session graph. It then employs the gated update mecha-
nism of a graph neural network to fuse neighborhood information and global preferences, gen-
erating vector representations for each item. Next, the local interests of the session and the 
global preferences are fused via attention-weighted aggregation to compute the session vector. 
The similarity between the session vector and items is calculated to derive the recommendation 
score for each item. Finally, a popularity-based item novelty metric is introduced, which allows 
balancing novelty and accuracy by adjusting parameter x, resulting in a comprehensive score for 
each item. The top-ranked items based on this comprehensive score are selected as the recom-
mendation list. During the process of adjusting parameter x, this paper categorizes novelty-en-
hanced recommendations into three modes based on experimental results of accuracy and nov-
elty: Accuracy-First Mode, Novelty-First Mode, and Novelty-Priority Mode. System administra-
tors can flexibly set parameter x according to different scenarios to improve the user experience. 
This paper provides a new technical approach for enhancing the novelty recommendation capa-
bility of session-based recommendation systems. 

 
Keywords 
Session-Based Recommendation Systems, Graph Neural Networks, Novel Recommendation 

 
 

Copyright © 2026 by author(s) and Hans Publishers Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/ 

  
 

1. 引言 

随着移动互联网应用迅速发展，海量数据的传播导致严重的信息过载问题。为了解决信息过载问题，

推荐系统成为一种能够帮助用户快速、准确地找到自己需要信息的解决方案[1]。在解决信息过量和提升

用户浏览体验这两方面，推荐系统发挥着不可或缺的作用。推荐系统收集并分析用户浏览历史、购买行

为、兴趣偏好等类型的数据，利用复杂的算法与模型，为用户提供个性化的推荐内容。推荐系统能够从

海量信息中筛选出与用户信息匹配的内容，帮助用户找到他们可能感兴趣，但又难以在众多信息中自行

挖掘的有价值资源[2]，使得用户不需要在大量的信息中浪费大量时间和精力进行搜索与筛选，极大地节

省了用户的时间、精力，有效提升了信息获取的效率[3]。 
传统推荐系统模型依赖于长期的用户与系统的交互行为(例如评分、评论记录、点击记录、购买记录

等)进行推荐列表生成。但是在实际场景中，用户很有可能会进行短期或者匿名的与推荐系统交互行为。

这种场景突出了强实时性的特点，此时用户身份信息和长期偏好无法获取，仅可使用当前会话内的有限

数据资源建立模型[4]。为解决上述问题，依据会话数据进行建模的会话推荐系统应运而生。在目前会话

推荐系统的研究中，大部分研究仅以准确率为中心，导致用户视野受限、部分小众商品展示机会少、平

台内容单一且重复度较高、资源信息分配不均衡等不利影响。 

2. 问题定义 

2.1. 会话推荐系统 

集合 { }1 2, , , UU u u u=  代表了数据集中的所有的用户，集合 { }1 2, , , VV v v v=  代表了数据集中的所有
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项目。某个用户在某一会话中交互的项目集合构成一个会话 { }1 2, , ,i ss v v v=  ，数据集中所有的会话则构

成了会话集合 { }1 2 , ,, SS s s s=  。可将会话推荐系统的功能定义为：根据一个给定的会话{ }1 2, , , xv v v ，

预测出若干个可能与用户交互的项目 ( )1xv +  [5]。 

2.2. 点击命中率 

点击命中率( @Hit N )的定义为：在为用户生成的推荐列表中，若目标物品出现在推荐列表中的前 N
个推荐结果内，则视为一次命中[6]。点击命中率计算方法如下： 

@ Hits
Sess

Hi
s

t N
ion

=                                    (1) 

其中， Hits 表示目标物品出现在推荐列表前 N 个推荐结果中被用户交互的会话数量； Sessions 表示测试

集中的总会话数。 @Hit N 指标范围为 0 到 1，指标结果越高说明准确率越高， @Hit N 可以直观反映会

话推荐系统预测的准确率。 

2.3. 新颖度 

新颖度可以分为项目新颖度和会话推荐系统新颖度。项目新颖度用来衡量在用户与系统交互的过程

中，某项目是否频繁出现。若该项目新颖度较高，说明其出现频率较低。会话推荐新颖度则是推荐列表

所有物品的平均新颖度，可用于衡量会话推荐系统新颖度，推荐列表中物品的新颖度越高，该系统新颖

度越高。 
本文物品新颖度基于物品流行度[7]进行计算。物品 i 新颖度 iNovelty 计算方式如下： 

( )
( ) ( )

min
1

max min
i

i
click clicks

Novelty
clicks clicks

−
= −

−
                           (2) 

其中 iclick 代表物品 i 的被点击次数， ( )min clicks 代表数据集中最少被点击的物品的点击次数，

( )max clicks 代表数据集中最多被点击的物品的点击次数。通过上述基于流行度的新颖度计算方式，被点

击次数越少(即越小众)的物品具有更高的新颖度。 
将所有推荐列表中所有物品平均新颖度值作为会话推荐系统新颖度。若该值较高，则说明系统在保

留准确推荐的同时，能够更多地将非热门的物品呈现给用户。会话推荐系统新颖度计算公式[7]如下： 

1

1

u

U

i
u i K

Novelty Novelty
U L = ∈

=
⋅ ∑ ∑                                (3) 

其中U 表示用户数量； L 表示推荐列表长度； uK 表示用户 u 的推荐列表。 

3. 基于图神经网络的新颖化会话推荐系统 

3.1. 构建有向会话图 

在传统会话推荐算法中，为了反映用户的会话行为先后关系，使算法能够更好捕捉用户行为模式和

偏好变化，通常使用线性有序列表作为会话数据的格式。但是线性有序列表只能捕捉相邻两项目的转移

关系，而非直接相邻的项目之间无法建立有效的数据关系[8]，线性序列表结构如图 1 所示。在图数据结

构中，任意两个节点可以通过边连接，因此能够显式表示所有项目之间的潜在关联[9]。图结构数据如图

2 所示。而图神经网络适用于处理图数据结构，核心是通过邻域聚合生成节点嵌入向量，可以做到同时捕

捉局部结构和全局拓扑特征[10]。 
基于用户行为序列的会话图构建可定义为：根据给定用户交互行为序列 { }1 2, , ,i ns v v v=   ( nv 表示用
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户与系统的交互项)，将每一个会话数据都构建为一个有向图结构 { },G N E= ，其中 N 代表有向图的节点，

E 代表有向图的边。有向图中的每一个节点则代表一个唯一项目。有向图边的顺序代表用户点击顺序，

边的信息反映了用户与系统交互过程中，项目跳转的概率。 
 

 
Figure 1. Data of linear order list 
图 1. 线性序列表数据 

 

 
Figure 2. Graph structure data 
图 2. 图结构数据 

3.2. 项目特征向量计算 

为了充分利用 3.1 中提出的图数据信息，本文引入邻居信息聚合和门控更新机制两种机制。邻居信

息聚合指的是通过融合每个节点的邻居信息，用于捕捉项目之间的转移模式；门控更新动态能够选择保

留原有信息和引入新信息之间的比例，提高节点状态更新的灵活性。 
1) 邻居信息聚合 
节点 ,s iv 代表会话 s 中的第 i 个项目，节点 ,s iv 在目前时间步 t 中从其邻居节点处整合得到特征向量 ,

t
s ia

的方法如下： 
( )

( )

( )

1
1

1
2

, ,

1

t

t
t
s i s i

t
n

v

va A b

v

−

−

−

 
 
 

= ⋅ + 
 
 
 



                                   (4) 

其中， ( )1t
nv −

代表在上一个时间步中，第 n 个节点的状态向量。 ,s iA 是一个维度为 2n n∗ 的矩阵，代表节点

,s iv 对应的连接信息向量矩阵，用于描述该节点与其他节点之间的关系。矩阵 ,s iA 由两个部分拼接而成：

第一个矩阵表示节点 ,s iv 的出边(从当前节点转移到其他节点的关系)，维度为 n n∗ ；第二个矩阵表示节点

,s iv 的入边(从其他某节点转移到当前节点的关系)，维度为 n n∗ 。因此，矩阵 ,s iA 中包含节点 ,s iv 在图中所

有邻接节点的加权信息。 b 代表偏置项，模型在加权求和后引入偏置项，补偿由于仅依赖邻居向量加权

造成的信息不足，增强模型的表达能力。 
2) 门控更新机制 
门控更新机制源于门控循环单元的设计思想，目标是在信息传播过程中动态确定保留旧信息和引入
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新信息之间的比例，从而提高节点状态更新的灵活性和表达能力[11]。在本文中，门控更新机制通过计算

更新门、重置门、候选状态和最终状态来实现。 
更新门用于控制当前节点状态更新中保留旧状态与采用新候选状态的比例，其计算方式如下： 

( )( )1
, ,

tt t
s i z s i z iz W a U vσ −= +                                  (5) 

,
t
s ia 表示节点 ,s iv 经过邻居信息聚合后，在时间步 t 中所获得的信息，代表当前节点和他的邻域的局部

特征相融合的结果。 zW 和 zU 代表权重矩阵，分别用于将聚合信息 ,
t
s ia 和前一个状态 映射到同一特征空

间，它们决定了不同信息在计算更新门时的贡献程度。激活函数则将线性组合的结果映射到[0, 1]区间，

使得每个元素都表示更新比例的权重。 
重置门决定了在生成候选状态时，有多少比例的前置状态的成分被重置，从而使得候选状态能更充

分地利用当前邻域的信息，重置门计算方式如下： 
( )( ), ,

1t t
s i r s i r

t
ir W a U vσ −= +                                  (6) 

其中 rW 和 rU 是待学习的权重矩阵，分别作用于聚合信息与前一时刻的节点状态，维度匹配保证后续运

算正常。 
候选状态 t

iv 表示在当前迭代中根据新信息计算得到的中间状态，反映了当前输入信息对节点状态的

一个更新提议。 
( )( )( )1

0 , 0 ,tanht t t
i s i s

t
i ivv W a U r −+= 

                              (7) 

矩阵 0U 对经过重置门调制的历史状态进行线性变换，与当前邻居信息进行融合。tanh 函数将最终线性

组合后的结果映射到[−1, 1]的区间之内，产生候选状态。候选状态包括融合后新产生的信息和部分历史信息。 
最终状态代表节点 t

iv 在当前时间步 t 中迭代更新后的最终状态，其计算方式如下： 

( ) ( )1
, ,1 tt

i s i i s i i
t t tv z z vv − += − 


                                (8) 

最终状态包含了历史信息与邻居信息，模型不仅能够在信息传播过程中避免过度遗忘历史信息，还

可以引入新的上下文信息，从而捕捉会话图中复杂的项目转移模式。 

3.3. 生成会话向量 

在生成会话向量过程中，本文将局部兴趣和全局偏好信息融合，组成会话的表示向量。局部兴趣用

于反映用户实时行为，使用会话中最后一次点击的项目向量来表示；全局偏好用于反应会话中整体的点

击模式和隐含偏好，使用聚合所有点击项目的嵌入信息获得[11]。 
对于每一个会话，本文使用会话中最后一个项目的嵌入向量局部向量 ls ，即 

,sl ns v=                                         (9) 

本文认为最后点击的项目恰好可以反映用户当前短期兴趣，因此用来作为短期偏好代表。 
使用会话中所有项目向量加权聚合后的结果构造全局会话向量 gs 。对于会话中每个项目 ,s iv ，注意力

权重 ia 的计算方法如下： 

( )T
1 , 2 ,i s n s ia q W v W v cσ= + +                                (10) 

其中， ,s nv 是最后点击项目的嵌入向量，代表局部兴趣； ,s iv 是会话 s 中第 i 个项目的嵌入向量； 1W 与 2W 是

模型自动学习的权重矩阵，用于对最后点击和各个项目向量进行线性变换。 c 是模型自动学习的偏置项。

q 是参数向量，用于调整注意力分布，使最终的权重能突出关键项目。在初始化阶段，权重矩阵、偏置项
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和参数向量会通过随机赋值以进行初始化，而在模型的每次迭代过程中，损失函数计算出预测结果与真实

标签间的损失，再通过反向传播方法计算损失梯度，根据梯度信息更新权重矩阵、偏置项和参数向量的值。 
通过比较每个项目与最后点击项目之间的关系，确定各项目对会话全局偏好的贡献度。利用计算得

到的注意力权重，对会话中所有项目的嵌入向量进行加权求和，得到全局会话向量 gs ： 

,
1

n

g i s i
i

s a v
=

= ∑                                      (11) 

为了充分利用局部与全局的会话信息，本文将局部信息向量与全局会话信息向量拼接，线性变换压

缩到同一向量空间，得到最终的会话表示 hs ： 

3 ;h l gW s ss =                                        (12) 

其中， 3W 是一个可学习的权重矩阵，使会话表示中包含用户的即时兴趣和整体行为信息。 

3.4. 模型训练 

为了预测用户与会话的下一次交互，模型为所有项目生成准确性概率，并选取分数排名较高的项目作为

推荐预选列表。预选列表的准确性概率使用生成预测概率进行计算，并采用交叉熵损失函数提升预测性能。 
1) 计算项目的准确性概率 
在获得每个会话的最终表示 hs 后，模型需要为候选项目生成准确性推荐得分。对于每一个候选项目

iv ，本文使用项目与会话的相似度进行项目的准确性评估。准确性评分的计算方式为： 
Tˆi h iz s v=                                       (13) 

利用会话向量 hs 与候选项目向量 iv 之间的相似性来度量项目对当前会话的相关性。内积运算能够捕

捉两者在同一嵌入空间内的相似度，得分越高表示该项目越可能是用户下一次点击的目标。最后，为了

方便后面推荐得分的计算，将得分映射为正确性推荐概率： 

( )ˆ ˆsoftmaxi iy z=                                    (14) 

每个项目预测概率可以被理解为模型认为该项目与用户交互的可能性。 
2) 使用损失函数优化推荐准确性 
为了优化模型，使预测结果更接近真实点击，本文采用交叉熵损失函数。对每个会话图而言，损失

函数定义如下： 

( ) ( ) ( )
1

ˆ ˆ ˆlog 1 log 1  
m

i i i i
i

L y y y y y
=

 = − + − − ∑                         (15) 

其中 iy 为真实标签的编码向量，表示实际点击的项目； m表示候选项目的总数； ˆiy 代表模型预测出的项

目 i 被用户交互的概率。 

3.5. 新颖性推荐机制 

为了在保证推荐准确性的前提下提升推荐结果的新颖性，本节引入一种基于双阶段排序的新颖性推

荐机制。该机制的核心思想是在推荐流程中先基于准确性评价筛选出一批高质量候选项，再在候选范围

内引入新颖性指标进行加权排序，使最终推荐既具有较高关联度，又能够呈现具有探索价值的内容。与

直接对全部候选项进行融合排序相比，这种方式可避免新颖但无关或质量较低的项目进入最终推荐列表，

从而有效提升结果质量与用户体验。 
为了保证会话列表的准确率，首先选取部分正确性较高的项目生成一个预选集。预选集的生成基于
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3.4 小节中提到的会话向量与项目向量的相似性计算。根据每个项目的值，模型按从高到低的顺序对项目

进行排序，并选取前 30 个项目构成预选集。预选集的生成确保了推荐结果的准确性和相关性。 
对于预选集中的所有项目，按照 2.3 中提到的项目新颖度计算公式计算新颖度，并转换为百分制的

新颖度得分 iSNOV 。将每个项目的准确率预测值转换为百分制的准确率得分 iSACC 。最终，将新颖度得

分 iSNOV 和准确率得分 iSACC 结合幂运算后相乘，得到每个项目的最终得分。计算方式下： 

( )( ) ( )( )1 1*x x
i i iS SACC SNOV+ −=                              (16) 

其中，参数 x 是一个可由用户调节的参数，其取值范围为 [ ]1,1x∈ − 。综合得分的计算可让系统管理者或

用户通过修改参数，对准确度和新颖度进行调制，最终平衡推荐准确性与新颖性。将预选集内所有项目

根据最终得分 iS 从高到低排序，并选取得分排名前 20 的项目作为最终推荐结果。新颖性机制实现的伪代

码如下所示： 
 

算法 1：新颖性机制 

输入：会话向量 hs ；候选项目集 I ；参数 x ； 

输出：推荐列表 R ； 

1. 将 I 中的项目按照 ˆiz 排序，选取前 30 个项目构成预选集 P； 

2. for ( i  in P )→//循环遍历所有项目 

{ 

ˆ 100i iSACC y ∗= ；→//将 ˆiy 转换为百分制的准确性得分 

100i iSNOV Novelty ∗= ；→//将 iNovelty 转换为百分制的新颖性得分 

( )( ) ( )( )1 1*x x
i i iS SACC SNOV+ −= ；→//根据参数 x 计算综合推荐得分 

} 

3. 按照综合得分 iS ，选取 P 中项目分数最高的 20 项作为推荐列表 R ； 

4. return R； 

4. 实验 

4.1. 实验数据集与预处理 

本文使用 Yoochoose 和 Diginetica 数据集作为会话推荐模型学习的数据，验证所提出的模型在真实

场景下的准确性与新颖性指标。 
在数据集中，每一条数据代表了一次真实的用户与系统交互行为，因此会含有无效会话或异常交互。

为了让模型能够更好地学习数据集，本文预处理中先对数据进行清洗，再建立会话序列。 
1) 数据集分割：为适配实验环境计算规模，本研究将 Yoochoose 数据集缩减至原始规模的 1/128，

将 Diginetica 数据集缩减至原始规模的 1/2，后续实验将验证该规模下的模型有效性。在下文中，称缩减

后的 Yoochoose 数据集为 Yoochoose 1/128 数据，称缩减后的 Diginetica 数据集为 Diginetica 1/2 数据。 
2) 数据读取与会话序列建立：从原始数据集中读取交互记录并创建会话数据。由于原始记录没有严

格按照时间顺序存储，为避免生成的会话列表发生顺序上的错误进而误导模型学习，本文将每个会话内

的点击记录按照时间戳排序，确保物品序列按照实际发生顺序排列。 
3) 会话数据过滤：在数据清洗过程中，为了避免单次点击无法提供有效序列信息，本文将仅包含一

个项目的会话删除掉。为了降低数据的噪声，本文删除数据集的所有会话中出现次数少于 5 次的物品。
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若某个会话在低频物品过滤后项目数量少于 2，则该会话也被舍弃。 
4) 测试集和训练集划分：为了模拟真实的会话推荐系统环境，在评估两个数据集时，选取最近一天

的会话数据作为测试集测试会话推荐系统的性能，将其他较旧的会话作为训练集来训练会话推荐模型。 
5) 物品重编号：为了方便后续的物品向量生成并降低物品标识的稀疏性，本文将训练集中的物品进行

重编号处理，将所有物品标识转换为从 1 开始的连续整数。在测试集中，删除训练集中没有出现过的物品。 

4.2. 实验结果 

为测试加入新颖性机制的会话推荐系统在准确率与新颖性方面表现，本研究在模型测试阶段模拟了

会话推荐系统与用户交互时场景。首先由会话推荐系统学习 Yoochoose 和 Diginetica 数据集训练模型，然

后让模型根据综合评分给出 20 个物品作为推荐列表。在评价指标上关注推荐列表的点击命中率和新颖度

两方面[12]。 
 

 
Figure 3. Hit@20 values for different values of x when training with the Yoochoose dataset 
图 3. 使用 Yoochoose 数据集训练时取不同 x 值时 Hit@20 值 

 

 
Figure 4. Novelty values for different values of x when training with the Yoochoose dataset 
图 4. 使用 Yoochoose 数据集训练时取不同 x 值时 Novelty 值 
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Figure 5. Hit@20 values for different values of x when training with the Diginetica dataset 
图 5. 使用 Diginetica 数据集训练时取不同 x 值时 Hit@20 值 

 

 
Figure 6. Novelty values for different values of x when training with the Diginetica dataset 
图 6. 使用 Diginetica 数据集训练时取不同 x 值时 Novelty 值 

 
在使用新颖性算法中参数 x 从−1 到 1 的变化，可以分别得到使用 Yoochoose 和 Diginetica 数据集进

行训练的模型的 Hit@20 和 Novelty 两个指标及其变化趋势分别如图 3~6 所示。 
分析上面两个数据集训练的推荐列表指标数据，在参数 x 从 1 向−1 降低的过程中 Hit@20 和 Novelty

的变化，将整个新颖性机制推荐的过程分为三个阶段：第一个阶段中相较传统模型的 Hit@20 没有损失，

但是新颖性提升较小；第二个阶段中相较传统模型的 Hit@20 损失较小，并且 Novelty 有所提升；第三个

阶段中相较传统模型的 Hit@20 损失较大，新颖性有所提升。下面本文针对每个阶段进行分析。 
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当 x 值为 1 时，此时模型仅使用准确性得分进行推荐列表筛选，此时相当于未加入新颖化推荐的传

统会话推荐算法。使用 Yoochoose 数据集进行训练的模型 Hit@20 值为 0.6530，Novelty 值为 0.9621；使

用 Diginetica 数据集进行训练的模型 Hit@20 值为 0.4597，Novelty 值为 0.9536。 
使用 Yoochoose 数据集进行训练的模型中当 x 从 1 下降到 0.90 的过程中，推荐系统 Hit@20 仍为

0.6530，Novelty 由 0.9621 提升至 0.9631；使用 Diginetica 数据集进行训练的模型，当 x 从 1 下降到 0.9 的

过程中，推荐系统 Hit@20 仍为 0.4597，Novelty 由 0.9536 提升至 0.9547。此时在没有牺牲准确性的情况

下，提升了推荐新颖度。 
当 Hits@20 降低 1%以内，本文认为相较传统模型 Hits@20 损失较小。在使用 Yoochoose 数据集进

行训练的模型中，当 x 从 0.9 下降到−0.15 的过程中，在 0.15x = − 时 Hits@20 数值为 0.6436，比 1x = 时

的传统算法(Hits@20 = 0.6530)降低了 0.94%。而 Novelty 却从在 0.9x = 时的 0.9621 提升到了 0.15x = − 时

的 0.9752，提升了 1.31%。使用 Diginetica 数据集进行训练的模型，在 x 从 0.9 下降到−0.05 的过程中，在

0.05x = − 时的 Hits@20 数值为 0.4499，比未引入新颖性机制传统算法( @ 2 4590 0. 7Hit = )降低了 0.98%。

而 Novelty 从 0.9536 提升到了 0.05x = − 时的 0.9661，提升了 1.25%。 
当准确率降低超过 1%之后，本文认为新颖性机制对推荐系统已造成了较大的影响。在使用Yoochoose

数据集进行训练的模型中，当 x 从−0.15 下降到−1 过程中， x 取−1 时的 Hit@20 为 0.4086，比 0x = 时的

值 0.6477 降低了 23.91%；Novelty 从在 0x = 时的 0.9733 提升到了 1x = − 时的 0.9837。在使用 Diginetica
数据集进行训练的模型中，当 x 从−0.05 下降到−1 过程中，x 值取−1 时的 Hit@20 为 0.2659，比 x 取−0.05
时降低了 18.4%；Novelty 从在 0.05x = − 时的 0.9661 提升到了 x 取−1 时的 0.9825，本阶段中虽然新颖度

提升了 1.64%，准确率指标严重下滑，本文认为这样的准确性指标下滑是无法接受的。因此，可以认为本

阶段的新颖性提升消耗了较大的准确性。 
针对上述两个数据集训练的实验结果，本文根据参数 x 取不同值所对应的 Hit@20 和 Novelty，将推

荐系统按照准确率和新颖性结果划分为三个模式：精准推荐模式、新颖性推荐模式、新颖性优先模式。 
精准推荐模式(不牺牲准确率)：精准推荐模式中，要求相较传统模型的 Hit@20 指标没有损失。例如，

使用 Yoochoose 数据集训练 [ ]1,0.9x∈ 时和使用 Diginetica 数据集训练 [ ]1,0.9x∈ 时。在本模式中，新颖

度提升有限，但是可以保持较高准确性，既保证了推荐准确性，又拓展了用户视野。建议在精准投放、

时效敏感的业务场景使用。 
新颖性推荐模式(推荐准确率降低较低)：新颖性推荐模式中，要求准确率相较传统模型损失不得超过

1%。例如，使用 Yoochoose 数据集训练时 ( ]0.9, 0.15x∈ − 和使用 Diginetica 数据集训练时 ( ]0.9, 0.05x∈ − 。

本模式中通过小幅度牺牲准确率，较大提升了会话推荐的新颖度，可用于常规推荐场景或稳定交互阶段。 
新颖性优先模式(牺牲准确率较高，新颖性较高)：如果准确率相较传统模型准确率损失超过 1%，则

认为准确性推荐能力损失较大。例如，使用 Yoochoose 数据集训练时 ( ]0.15, 1x∈ − − 和使用 Diginetica 数

据集训练时 ( ]0.05, 1x∈ − − 。本模式中的新颖性较高，但是较大地降低了推荐准确性。综上所述，建议本

模式仅在对于新颖性有较高要求的场景下使用，例如拓展用户视野的冷启动阶段。 
系统管理者可根据实际用户使用情况选择上述三种推荐模式，设置参数以优化会话推荐系统的推荐

能力。 
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