Computer Science and Application HHE 1Rl 5 M, 2026, 16(2), 182-190 Hans X
Published Online February 2026 in Hans. https://www.hanspub.org/journal/csa
https://doi.org/10.12677/csa.2026.162050

sEibF SRR

% B

SAAE A RO SR E A TR, Wb fRE
2GS B e LI A 5 2 RS KB N SR B A G, Tl fRAE

RARES & RSB RT

Weks H . 20264F1H1H: FHEM: 20264F1H28H; & A HM: 202642 H6H

R

ARG R2021FE R 2025 F B EIFBAFAESRAE REMKE, FEMMBCRIIS0995F “ it
317 EEZOHTHSSCA RN R, R BRI E, ASCERET R 4. RERtmE
BR, RBARINEEFRIT M. FRARN: ZSUSSCR 2 PEY Tk e 1R I B KRHME, 7T
BREEMEREGES R —BREIE, FHERAI SRR ESZSEARME; HARSESFELH.
ZHEEH . BAWASZEAE; EEEERRRE 2R E R SRR M E. BFEAT A
BN RIEBIISHR . ARRRAAT HRESE, AR FEIFERE AP RS .

K §Eia

BN, CRTED, IR, KEES, SARBE

An Analysis of Research Hotspots and
Development Trends in Reinforcement
Learning Algorithms

Lei Tong12

IDepartment of Software Engineering, Hebei Software Institute, Baoding Hebei
ZHebei R&D Center for Intelligent Connected Equipment and Multimodal Big Data Application Technology,
Baoding Hebei

Received: January 1, 2026; accepted: January 28, 2026; published: February 6, 2026

Abstract

To systematically reveal the research status and development context of the reinforcement learning
field from 2021 to 2025, this study takes 5099 core journal papers themed “reinforcementlearning”
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included in China National Knowledge Infrastructure (CNKI) as the research objects, and conducts
analysis from the dimensions of literature time distribution, keyword co-occurrence and clustering,
and keyword burst detection by adopting the bibliometric method and visual analysis method. The
results show that the literature in this field has two-stage growth characteristics of rapid expansion
and steady quality improvement: the early stage focuses on basic algorithm improvement and sin-
gle-scenario verification, while the later stage shifts to the deepening of subdivided scenarios and
multi-technology integration. The research hotspots cover algorithm innovation, multi-field appli-
cation, technical collaboration and security assurance. The frontier evolution follows the path from
technology integration to scenario deepening and then to knowledge-driven development. This
study can provide references for researchers to grasp the hotspots of the field and layout future
research directions, as well as offer theoretical support for the industrial application of reinforce-
ment learning technology.
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Figure 1. Publication volume in the field of reinforcement learning (2021~2025)
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Figure 2. Keyword co-occurrence map
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Table 1. Top 20 high-frequency keywords in reinforcement learning algorithm research (2021~2025)
= 1. 2021~2025 32U F SJEIEAM R S8 K #17 Top 20
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11 H 32 5 75 0.14
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Figure 3. Keyword co-occurrence clustering map for reinforcement learning algorithm research
3. BILFE I EIAMRXEIRHINRKE

X 5009 S SCHR B R EAT BRI A AT H] 16 M RIREH, XM SR S SRR
LR, A — R R RE BOC SR T 16 4. X 16 AN CEA RS IRIL A ) . BE ST . Mk
W NTARE. BRAEHIRI . PhEEsml. 2 aek . FEi2eih. VURE . ReR s, WHEAAL. Mish.
WG HLAEE] . gttt JR RS, RSN, SRR Q M 0.8656 i kT
0.3, XHIZEKEE. SRR, F5E S5 0.9085 KT 0.7, RUZRLEEMH(17]. BiARHKELH
RO AR WA 2 s o

i, “WREE” RAGHDEROREIAGR, HFXASANFEBRLE; “RERN BRELAS
AR G A, PSR AR % E R 0y “RRBME” RN B SR X, KT 0.7
WK R R RISRCHE 7 2 R P B E R R L, R E A CPIRRTAR” Rt
T R BRI A . BN 2 0, 2021~2025 £ESRAL S S EEF AU K 16 NERUR, iX
BRI R VY — R B RR R (ORA  oT | B o | Wi 2 ah) . SREAETRAG S ] HIRFES SR G
SRS S IR ZEAR G, AR R AEAREE: RN TR BRI 28Rk,
BUBE . REEE B, WURAAC. Auf3fm), BT ANl BN, HURE . 0552 a0, IR
A SEAR B IR P55 s = R ST RR IS . A4, AHREEE), @l 5%t E. Birasgs
BORRE, KRR —HARN AR PR 22 mEhl SRz, Plass o)), REZELRS
OB ST, RIS ARAE SR U ) S I I . PRI R, M 2021 4F10] 2023 B BHERE, 15T R
I LR V2R 2R 2037 55 B FH R AL T 31 2 HoR P [RGB B R A, BB R “ RO N st
RN SCHEBARNE . ARAHE” WREMNS, %85 T G NBARIHIE [ Tl 4540
e R B

DOI: 10.12677/csa.2026.162050 187 THEAURF 5 R


https://doi.org/10.12677/csa.2026.162050

Table 2. Clustering topics and their composition in reinforcement learning algorithm research (2021~2025)
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Top 20 Keywords with the Strongest Citation Bursts
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Figure 4. Keyword burst map for reinforcement learning algorithm research
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