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Abstract

Video Implicit Neural Representation (INR) has emerged as a promising paradigm for video compres-
sion. However, existing NeRV-based approaches are still limited by the isotropic redundancy in feature
representation and the loss of high-frequency details caused by the inherent “spectral bias” of deep
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neural networks. To address these challenges, we propose CF-NeRV, a video implicit neural represen-
tation network based on feature calibration and frequency decoupling. Specifically, we first recon-
struct the basic decoding unit by introducing a Content-Adaptive Feature Calibration module (CFC-
Block), which incorporates concurrent spatio-temporal attention mechanisms prior to convolution to
accurately pre-calibrate salient features and suppress background redundancy. Secondly, a Fre-
quency-Aware Refinement Module (FARM) is designed to force the model to compensate for missing
high-frequency residual signals through an explicit frequency-domain decoupling strategy and adap-
tive gating mechanisms. Finally, an Error-Aware Decoupled Reconstruction head (ERRH) is introduced
to achieve high-precision dynamic mapping from the feature space to the pixel space via a specialized
functional division between the main and auxiliary branches. Experimental results on 7 benchmarks,
including Bunny and UVG datasets, demonstrate that CF-NeRV significantly outperforms state-of-the-
art models such as HNeRV and E-NeRV. Notably, our method achieves an average PSNR improvement
of 1.29 dB on the UVG dataset, validating the superiority and efficiency of the proposed mechanism in
complex video reconstruction tasks.
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1. 518

BEA =I5 SO s AT 25 (g R A, T Rl E ARG BT S I e = RIS 5 A i 2 R
THENAL I 5 15 5 AL B AT AL O MR . A% Ge AT A A #E (40 HEVC AL VVC) BRARTE T S 7
KEHy, AR S AR T T T S AR et , Mk LIS 04240 8 24 0 2S5 5 R IR SRR M TR
AEsk, Basliphz £ r(Implicit Neural Representations, INR) A4 1 ok B 57 ¥ 20 A5 S 4 i ok 1
EHINE . AE TSGR RIS, ISR EUT 5 S8 i L 2SR, il Sk
BRI 5P [ VA o R Sk S BUAMATL (14 vty 21 oy A1 5

X —EHEE AR F, NeRV K54kt T /(i HNeRV Ml E-NeRV) S Ih SN T M “ AL brmk it~ 3
Chipd T NEUER . B EINNR BIE MR S B RARD A, X BT VAR R R EE AR R
FRGARAERIIE 70 SRR, BAT BIAN AT 22 3R 7 ME SR 100 1) B o (% B o A AT T T N DB PELAG 7 S e
TERIR I T RIVE A s AR AR BT ) -6 BT A 2 A7 38 R I T 4 P AT S AL AR 3, e = S R
BAS R E X A E N E R HE . HUOGRIREM [ ) ik mZ " (Spectral Bias)Il % : HEATEYIZL
R T A IR &, S EII SR R IR Z PR R e b T, 84S B A A
S AR AT 2RI D 5 .

BEXF FORPRAR, ANSCHR T — Pl TR IEAR 1 55 T A R ) AU AT B S 22 7R X 24 (CF-NeRV) o 147
FEREERE ST, HEH AN E SRR MR E (CFC-Block), iZIEHAE T4t 5 B 5 i & e
W, B G RME A SEEEE IR T, ESFERERTRER ST “BURaE” , MIm7ENE Sk B3
HIESS TE RN LR, T H 3 PR .

BEX AN R e, FRATTBETE T AR A AN AL (FARM) o I 5 2R AT A i S s, 12
YR 73 R TOAME A 2 S AT BT 0T R B 5, 5] N 1 38 TR AL 1) e S 2R M 25 2 (1 o Ak 22
B9 . Ba, RATGINRZ B0 AR A B 3 SL(ERRH). i 3 5 @ 5% 28 IER b4 T, ERRH
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1) $&H CF-NeRV, —F B 1EARULRFIE TLAR L5 AU D (18 B L AT A 28 R TR 224

2) it CFC-Block Fil FARM #5idk, 3l IS 7 REAE IR 1 15 i st A 1 A FE 3 T T BRI 36
TR UG AR RS

3) f£ Bunny & UVG L) 7 ANE#E4E AT 1) 2 1Pl . SLBe4s R, CF-NeRV £ 2 BipEAL 48R
N B ACORE B . B, £ UVG HudlEgE b, ATTEMLE HNeRV SEEL T 1.29 dB HI°T4Y
PSNR $&F, TEB T BT AL 7E 5 4 A0 A0 o AT 55 v AR ek

2. XTI
2.1. BAMIARTR

B A RN (INR) 15 £E A FH L o8 BRI 0 A5 5 S B i 22 R Z A . S JUTA) AR B A S 2K AR
ZAKR( Y, OFIN, A 2 ZIEAPLMLP) BUSE I8 S . SR, 32 PR R R 2% LR 70 e L 1
KR Joy— BRSSO DUSCHRE Ml AU SEIS A 2. BifiJS, BL NeRV [0 it 4 i X
(Frame-based)Ez 1 ZEH4 st 8 I RE I () 2R 51 WA DD Se BEMAUIRFAE I, 28 3R T 1A AL ) R AR 2
SN R

2.2. NeRV &%

TENMINEET INR BI2E47, NeRV B XA HIG AR AR 23 SE L 1 SO ASE A o BEX NeRV 72 kA
7] & (Fixed Embeddings)i& SR AENEN, HNeRV [2]5] NN FUIERALH] 5 E AN, @S 3 A
B NP AEARFAE, ORI 5 1 BN 2RI PP AR S RS R o AEBLAER |, E-NeRV [STIE I X E
ST RRBE M S0 A, SEBL T AERRARTHSE S R I b sk, BhAh, FANeRV 5 HiNeRV % T
TRt — W IRR T 2 RIEEMME S BUR IR AR, B RS R A5 T 00 @B .

2.3. BTRAMERTAMAELR

FES AL 45 7775, W1 H.264 [4]F1 H.265 [5], AIDASEIL R UM EEACR, I B AA AR
W, fln, WA A RN s BB E AT BT R A SRS, S AR TR R,
T BERZ O AE T3 5k B AT (Rate-Distortion Trade-off) Itk . A BE HIEAEEMEE ) EFHT TIEZ MR,
BB FRIG IR Z LR FE A E I DU IR B, DL R IR FE N 45 [ 45 B i 22 5 S50HA) v A =
TEH, AT A2 M| 207 v o A O B

3. B
3.1. AR B ENAIFAERIE NeRV 1R

VE NI M 2 R I 2% A% L AL, NeRV i H(NeRV Block) 3= 2K $H A5 KR YEVE J= 2 11515
A WSS B e AR 2R A ) ) B SRR 5% . FEBLA B IR AL M (1 HNeRV . E-NeRV)Ht, by i i B
(NeRVBlock)ill # >R “ B - H—4k - W0E " BOZBREE M o SR, TXAh & fia [ 41 1) Ak B 9 Qe Ak PR v JE2
FE48 FIRAURFAE IR A7 AE 2 25 SR PR & 20 7 R AE A T () (3 22 e A S B T B BN R AR S0k A
T SEHRIX — R, 52 ScSE LIS &, FRATE A [ IEAEARID BT, SR T —Fh 2 IR RFE RS HE NeRV
i (Content-Adaptive Feature Calibrated NeRV Block, CFC-Block).

PRATHCHE AR 5t _E B AT BRI 2 TUR Y, Hs RSU S B AR B 40 A0 T4 g 1072 () X3 (ki
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Figure 1. Structural comparison between NeRVBlock and the proposed CFC-Block
[ 1. NeRVBlock 5 CFC-Block £5#9%FLL

A G BHT T FEARRD PSR U LT, %03 SO T A iy B U R R #ER
AETERPBEEE NS, RATRAR RS 1x 1 B ERIGRAE BR800 BB E A E K M, e RMY .
ZBCE E @ L Sigmoid W e, A A (S AR X R HEAT AL

U, =X00o(W,*X) )

X i R U3 50 7 RIS DI R AR B, 45 I 4 7 i 1B SRR I R v R B A
b PRARE LA 2544 1) — 35
TR E SRR . 5B E R P AR FEEE D T AN EZ IR, 120 3B R
TUAVEIE T4 FRATE SR 4R PR 3R E 4 J5 B R SCER T 2 e RS, Bl B BN 44 )2 (Fh
1 x 1 5 RS ) S 140 A 500 45 ) S A R I8 T 1) 1) FE 2R MR ARG 2R
U, =X0o(W,*5(W,*z)) (3)
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2, BOEEJA R Ry, B BB EAMR A B S TR Ry, = U+ U, o SEUERIJTEMLE,
AT CFC-Block BA L M LLS, WAERLWEEE Sy, R RHER T @, HTE TERZ, A
FERFAEA ERAEOR 2 AT BLIERR 1 Jo o o X —ieit BAHS HNeRV Hh o i (1 e RCRF AL A2 B — kA 7K
B LA Sy A R AR . SRS TERERIR T, 1558 1 x 1 B ERHE, CFC-Block 7£
OB MBS HENATR T, WP 7N RMA R HIENAE . XAFE E-NeRV LI TEpTE
R RCR BT B

3.2. B{u3ERRRRRISER AL

SR TAVEFERE AL B 7T 51N CFC-Block PSS SRARFIE FRIAE 5 2, (ELAR BE A0 ZE I 2% AE MU B AT 55
ATy A — N IE R R 2 o DA R R R ) T8 e A R 3 R (T SRR
REESEH), 1@ & (WA SR AL Z A )RR E Mg R B R AR E R Rk AT
FERFE RIS A i T ARIX — 80, R = IR RO AT (5 8, FRATTER 1 — sl e 1 1) S0 B A A
Hi(Frequency-Aware Refinement Module, FARM).

ANF TG INEAE R A RHE S ] rh “Fasl” M2z >4, FARM BRI OBSAE TR . i
K2 s, AZABEHE B T R A8 O AR I, FRUSCR R JZE I Z8 R 3R S RFIE Ry o FRATE Je R EE T 720t 4k
RRIEDE S LP (), SR f N R AE AR AR 9 (R ANEE M 7 & R, ARSI ZE 0 B Ry -

Flow =LP (Fdec )’ Fhigh = Fdec - I:Iow (4)

AR EE TR B I AR B SRS, FAER T S B e B R B AR SR ZE IR, S T SR SR AR
DA EPSY RN
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Figure 2. Flowchart of the proposed Frequency-Aware Refinement Module (FARM)
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R Z ISR AR E T S T
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(PR, TRV ST A I A T 15 SIOKE T a = 2.0 X — B g HLIE T Bifs 215
44 A P 1 1 IR0, R OIS P B I S A, AT B 4T T MG B R

TE50 TS M RIS G , FRAT S T ES R AT DERERL 2, 33— 1x 1 B AR 47
ety N T AR R R AR 2 PR B B A 2UR D FE T, AT 2% EDSR 280 Mo 4 (01236,
BINT T2 S R AR E M A,

Frefined = Fdec + ﬂ’res ' ‘7:fusi0n (|:|Elow ' 'Ehigh :|) (6)

Horb, A W10 0.0 XAPBLTHAUIE BB RIS, 38 FO VI AR I Sk e 5l 25 R B AR A R
MIDTHRIEE, SEBL T ACHLRERS ik 204G 40 SO ) 1T I O

I 5IN FARM BB, FATRRRLE Y BRI SC I 1B 5 P 1k . U, A ROt g ok
T HNeRV 5 REAAFAL7E 57 % U X g T AT 1K ) R

33. ARIRERMOBRERISG

2234 CFC-Block (B = iRkl 5 FARM R AU 4Rk 5, fRRSAS AR R T 603 & SO A1 1
YERFAER I o SRTMT, ADH I e g QA AE TG40 M S 5] RGB A8 3% % [ AT — AN EF Ll i BILA (1) NeRV
AR KRN SR EE N SOR B R A B . BATTIA Y, X R — B SR i S A
WS 4 Jey R G 1L R 3B sk 22 2 (A EAT AU, A A S Bt Taa e “Fa10” Mg g, M
M= A AR o 9 T X — WU S, FRATHE T — i 22 JE e 1) A A 2 2 LA (ERRH)

ERRH A% -CENNLLE T & 2% (1 UG AT 55 NN IEAS I FAE 5%, Bl B Ein S iR %
BIE. IEMIESCE 3 BRI BOs, BADEACRH RS B g R, il 5l NI4T 1)
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Figure 3. Overall network architecture diagram
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A, BB ECA T S0 i 22 BOA SN 7 - %o SOF A B H 2 B EE, i — Mk ER L, H
TN AT R R BB ERN N T A DS AN E, HORIEGVIAR R e, JAI1&
T AT M PR AR R TG 1 LT AR A

Ipred :A(Imain""ﬂ'lerr) (7)

Forr,  A() ¥ 20 TR 2 AR 3 (8 Y W0 R B (tn Sigmoid B Tanh)s B & — AN 1T 2% ST I 46 T80 R
#.

TEARRGSEIL R, FRATTHE B WIREAEN 0.1 IX — WA I W3 SUTE T SEita 3 s B okms,  7E 2R3,
PR 265 3 AR T Sk PR 5 ST AT R B 8, LR A R 22 Sk A L AL, 3 4 T B AL 46 b S FA e 7
Pos BEE VIR, B 2 HRIEREER E A0 R AE, & Hi iR 22 kI sk, (L T TRMB e 3= 30
56 5% H AR 1) A T

XA AL AR T IRATT R B AR B e B AR R e — . B SRR ) CFC-Block FiI
FARM UL AL T 8% B2 4 HAb, CFC-Block fE4mfiuiifib 7 FFiEHI N ; FARM FEMRERS T BURE 140
WAHT; ERRH 7R H i@l 7R Z2 B IEM R TR R P RGHERLS o =35 3L R P RATI R B AR A R
TI PSNR #RFR IR, 22 o 1 AT ) 3= AR o Jo

4, CIG
4.1. LENGE 5L

ACAE Bunny K UVG L) 7 DMEIREE FiFAE CF-NeRV (R fE . 5 2 i Bl id 088 (5 1 L (PSNR)
M2 RE LS MARPE(MS-SSIM)ZEAT 58 B VAL, 45 2803 R F 45 2= L ARE B (bpp) i & o i 1 RE A 2
B, BAEAFRGE T X Lo B 1 SR8 1) %6 2% 1% g (Rate-Distortion Performance) .

Fir A A5 AL 3T PyTorch HEZE7E B3k NVIDIA RTX 3090 GPU _E 58 illl k. 9254 K FH 1 405 Bk 6 G
T3 - fREDES M, N RS L RFES KT HIE NI, 4, 4, 2, 2], FFE4EFE H 64 B4 S 16, BRI
ik H ConvNeXt Z5 A0 & 18 R IR Ui (Pixel Shuffle)fiy, JF4i— KM GELU BUS KB HAGINH—LZE
DARFRIE GRS 5 20 ATE . JIZRR Adam RS, WA FAN 1 x 108, #itE K/l 2, Lk 300
Epoch. 3:40%F 30 4 Epoch FEAT — KL RE PFII H I BURARAR bR EAT 70T, A OGRS 5B I PE R A 41
Ja AT RA

4.2. EWERE S

Bunny #¥EEMERET: K 1R T AR SERE S NI ZEEC T &7 A M E RS X L. SLangh R
7R, CF-NeRV fETA L& T 1) I HH SR KR AERE /1. £ 0.75 M IR BB T, ASCT77%14 3 33.59
dB i PSNR, 1T HNeRV (32.81 dB)All ENeRV (30.95 dB). 4#AI4 & % 3 M S35, PSNR #t— 42
F+% 38.48 dB, %%t HNeRV £ 1.05 dB. fEYIZRAZEE 71, CF-NeRV FEFEEAH, £ 1200 4~ Epoch
I RS FE iR F) 34.93 dB. IXIGHIE T CFC-Block I i FFAF TR HE & 35 2T+ T ) RAE S &, HFHARHRS
R B A RS B 2

UVG #iafE s R Imtire: mg AT UVG ERVPh s Rk 2 s, MECEEZET5%, CF-NeRV
TES P L ¥l T RESE 25, P4 PSNR 1A% 33.98 dB, #: HNeRV #2777 1.29 dB. 4§ 7),&7F Beauty
Al Bosphorus 741, AJ5:%) PSNR 435k %) 7 34.58 dB £l 35.67 dB. iX4L4RT} EHE T FARM
oo AigiAE B B U DL & ERRH B2 SR PR Z A B 1, A RS2 1 Ak s 22 iv) @, sdd
R A B A B R T R AL R L
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Table 1. PSNR comparison under different model scales and training epochs on the Bunny dataset
7 1. Bunny $BEE T A RIRBMIE SIIZI B TR PSNR XitL

Size Epoch
Method
0.75M 15M 3M 300 600 1200
NeRV 28.46 30.87 33.21 28.46 29.15 29.57
ENeRV 30.95 30.95 36.72 30.95 32.07 32.79
HNeRV 3281 35.19 37.43 30.95 32.07 32.79
Ours 33.59 36.01 38.48 33.59 34.45 34.93

Table 2. Quantitative evaluation of reconstruction performance (PSNR) for video sequences in the UVG dataset
2. UVG HRE ST IR EZE 4 5E(PSNR)EE1T4

Method Beaut Bosph Honey Jocke Ready Shake Yacht avg
NeRV 33.25 33.22 37.26 31.74 24.84 33.08 28.03 31.63
ENeRV 33.53 33.81 39.04 29.35 24.09 34.54 27.74 31.73
HNeRV 33.58 3381 38.96 32.04 25.74 34,57 29.26 32.69
Ours 34.58 35.67 39.42 33.38 27.94 35.02 31.84 33.98

4.3. jHRRSCEE

N TIRNKAE CF-NeRV A1 &A% DAL F R WA E 1R RE R DTk, FATEL HNeRV L HERIA, 7E UVG
Hyade BT VHBSER. Wnk 3 F, BATEILIZL 5N A B B IE R AFIEA HERE B (CFC-Block) . Ak
AL BEHL (FARM) LA K 0 72 I 7 2 Sk (ERRH) KA B A A OB AR (4, JF 0 He-F- 4 PSNR #E47 PR A

Table 3. Ablation study of CF-NeRV in terms of PSNR
% 3. CFNeRV 7£ PSNR 75 T HI; BRI 3T

Method Beaut Bosph Honey Jocke Ready Shake Yacht avg

HNeRV 34.27 33.77 38.95 31.02 25.19 33.90 29.75 3241
Vi 34.29 3391 39.01 31.25 25.35 33.92 29.95 32.53
V2 34.32 34.14 39.03 3147 25.66 33.90 29.61 32.59
V3 34.32 34.10 39.03 31.46 25.68 33.94 30.17 32.67

RAE TR HE B ROt AR e T LR Y (32.41 dB), 5] CFC-Block 484k V1 767 PSNR LAt %
32.53dB. X34 Ri e 15 3.1 5 FTIRREAE TR AEAL I R 0 B, I AT I SR T, B
R SRFERTRE A RANHITC R RIUAR, Tt TRMER R AiF 2 5 Bt

BB ARRR AT P DTERAE VL B9 EEAE B 51N FARM #EHUS (1R V2), “F¥J PSNR #—P1&7+ % 32.59
dB. Z&EFUER T WA AR SRS (SR I mZE 1R B . FARM REHLE X SR A A B
() “HTMIEZ” . AT SRR B SRS 22, T R N T4 IR RS

T 22 SRR B (1 Y A Y V3 (583 CFNeRV)ZENNI ERRH #idl 5, P PSNR ik 5 1 AL (1)
32.67dB. ERRH it 3 #E# R SR E B IER LA/ T, BB TR RAMSBEIE, $MET 35
HH S DAADLA PR B SS 138 22

i EPTR, RS A IREY], A SCRH M =MEAED R B E AN, W EHES) TR R R R EAL
R E,  SEB 7 AR MR 7 14 B
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5. &

ARSCHR T — IR TR AEAR 1 5 AT A 10 B AT S 28 R IR 484 CF-NeRV. &1 XS LA VA TE
FR A 3k AR AP AT AE I RFIE IR TUAR S R ASCEE SE Uak 1r) R, BRATTANES, A A A A % e B o — N
BT T RGtEmtide. 1%, @ TINNE HIE R HETEL(CFC-Block), 52Y SEIL T 5% i 2 2 2 1
REOE R HERT IR, RSk A0 T & m RIS R RIS BI04 R, A (FARM) & i
BRI R, A RNEAR T IR AR NS E G I NGRS IR, SR M T O 1
PR EES, Ba, WERMNMEERGEE £, BISCERIELS T, Seil 7 MERIF R R
T (1 v s FEE L

7E Bunny % UVG 1) 7 MR SE B ISEIe 45 K, CF-NeRV 7ER R AR S E@ME HHRE
.+ HNeRV. E-NeRV I E 7. Rl R e b B & JR QOB AT, AR 572 J R B o () 4000 £ 2L
JEERAELE, BlIfE UVG F5) ESzBl T 1.29dB KT PSNR $#2F+. ASCHIRFFEIERT, it 205
PR IERSN S TR AL, AT DU RS R QAT R s PE 47T 4 E PR

TEARRM LA, AR — PR R CF-NeRV 1£ 5 5 73 P 4K/8K) L9 et JFE 78
AR IS — S5 2 R T IR N A i B RS AR A v, DA S IRARARR Hr 98 1) s R EL AR AR A i

EHEWmHE

A3 7 E K E SRR E %5 : 2022YFA1602003) “ & L1 i 400 2% 2 RE W 157 B
FFo

SE
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