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Abstract

Addressing the challenges of difficulty and low accuracy in handling multi-objective images with
existing semantic segmentation algorithms, an improved DeepLabV3+ network is proposed for a
semantic segmentation algorithm tailored to complex traffic scenarios. This algorithm adopts a
lightweight backbone feature extraction network to enhance computational speed; reconstructs the
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dense dilated spatial pyramid module and introduces a convolutional attention mechanism to
strengthen the extraction of high-level feature information; and employs a multi-scale feature fu-
sion strategy to improve feature restoration accuracy. The validation results on the Cityscapes da-
taset demonstrate that this algorithm can accurately extract features of traffic objects such as vehi-
cles and pedestrians while ensuring timeliness, providing a feasible solution for real-time segmen-
tation tasks in complex traffic environments.
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1. 53|

FhHEE A 43R H bro2 2 e 2 SR Al B R g b O, T DUB R R A I S B AT,
RET 22 P23 H AR SEIURS IR 5 520 %] Chen Z5[1]-[4]42 Hi ) DeepLab R%IM4%, M V1 B RTINS
TBRL, ) V2 DAASRY 5K 26 1 23 T 46 AR it 2 25 |) 3 it AR AR B, P81 V3 [tk &) — 1k b 3 1
NG PR, B R R RS A5 1) 3+, SR SR v REAETE X BIATIE R 2 B

X% S {EIE ] DeepLabV3+AbFAZ I8 el AT T 2 /7 Sudk . A8 K SCEE 51K T M 24 B 4l
BREIMZ MobileNetV3, WEEHEE [, (FHEIEH TR0 &; FBILEE[6]4 030 i g1
Yoy EUESAAG T RIS 450, 658 T A0 I IRERRE 715 ZEBHEE[TIFE VN ZRM Be S| N 232 DBB 53,
FAEHEBE B 5% 3 B2 SC S50, BEERTT TR B ORIIE T 80K BT AR [8]H8 HE — il Ay 5= 00 I e i S
rEIMLS, £ VOC2012 a4 L suil TR A8 IR b s FBLT W91 4 DeepLabVa3+(1 5 B b i S oy E3t
77 B, SRR 2 HARYR T 4 5 R B A B B s R AR V5 S [L0]/E SIS fRRS RS 233 5
NGB RE J145 Transformer 2 ER 77, FEERT IR MM TE K I T A7 30 X 24T 0 8, N B R4 8
F PRI AR AR

FRIFEAEARRZ IR T T8 S BIERE, BAEE MBI SR A B AR R E R R
PAAEE . NG 5 FRE IS, R AT NSO H AR BRI R iR T ik, AR T —
P ) 52 2 28 18 3 5 1 240t DeeplabVa+iF S #1502, 4% MobileNetV2 #2820 M 4% F T8 THFE 4
0, Ak ASPP 2543 51 N R B JIHLE], ISR SRR s RIS RE T, SR 2 R R & SR B A
fRIGSERY, AR T 2 1010 SIS B . TEATFHESE Cityscapes LMISZIG KM, ZHIEIEARFFEAR
SEEMFER, GEWA BRI S b BARKIR SR 5% R & .

2. ARFE
2.1. ¥£45 DeepLabV3+MIZ&

{45 DeepLabV3+M 45 ¥4 fih 2% K H] Xception & T W& S& HURFAE, 2081 2 [A] 4 - BE I AL AR B (Atrous
Spatial Pyramid Pooling, ASPP) b3 {7 & 35 #7441 22 /X 4% (Deep Convolutional Neural Network, DCNN)#i i i)
EURHIE, IR BRSO UE R R A I 0] g A 2 tH IR S S R IR AT SRR A,
RE S NEG RS AR RIE R, P28 AR LS 1. ZSCI050UE, DeepLabV3+M 4% £ VOC.

DOI: 10.12677/csa.2026.162045 135 T LR 58


https://doi.org/10.12677/csa.2026.162045
http://creativecommons.org/licenses/by/4.0/

Pt

Cityscapes 5375 £t 56 v BRI RAFPERE, (BHAE R 22l st Ui e vH S 2 B e . H AR
A PR DUB 405 R AR AN A2 A8

| ~

| Encoder _»

DCNN o
e ] —

|

|

|

|

|

|

Atrous Conv :
3x3 Conv /4 |
—U H— |
|

/ |

3x3 Conv . |
rate=18 |

|

|

|

|

|

V m
Low-Level Image
Features Pooling %

N i

_____________________________________ _—

r - - - - -"-—-"7T-"-"-"-"""-"""-"="-"F"-"""¥"="¥¥"=-"="-""="¥¥"=""="=""="¥"=""=""=""=""=""=""=""—"-= TN
|

| Decoder vpiemete ,
I | ..
| | Prediction
! U ] : o
| psample - g
Do | <o | | e — ()
| |
| |
N e e e e e e e o — — — — — — — — — — — ———— —— — —— 7/

Figure 1. Structure of DeepLabV3+ network
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2.2. Bt DeeplLabV3+pLE

EExE Eid AL 4t DeepLabV3+MZ5 (AN 2, A SCM L8 52 BAl o INSRAFAESE ORI 2 RBERFIE R & =
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Figure 2. Structure of the improved DeepLabV3+ network
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TETIX R & A Z B bR A8 500, ASPP BB &5 B2 P AR L, s indy sk 2y 3 # 24
(722 R, SR FH %5 4 T B b A A 8 U2 BB (1 23 4 2 ) % ) 7 ¥ VAL IS R (Dense ASPP), 42 FHRFAIE
RIS G B RIS SR G . EE =g, WIS RE R 7188 (Convolutional Block Attention Module,
CBAM), &K/ Szjiiif i 73 7 77(Channel Attention) #1145 [7]7F: & 7 (Spatial Attention), 1% 5 fil& RFAE K (1) 48
{5 BAN R (M S5 BB R B AR T A R A R 2 AR OB TERLE, R BRI 2
RN B RSP R G G S, I SRS A s AR ], SR A OB X SRR AL

PRGBS0 5y, A 12 FOSHRRAE EABE A briE, 230 14 RSPRFAE IR 1/8 45 4E BT 2 155 4 %5 1
KA, RN RS20 09 120 174 R 18 R/ HIMRURFE I 522 CBAM IR 8 i L R4 I H i ZURFALE
KIHEAT Concat #FERIA, FRFh DeepLabV3+MZSKHEFIF A, A3 RARTXF H bR T X I S &
RN

3.1, SSIER

AW FLIE Iz A M (1 Cityscapes B G2 0T ot R 317 U1 2R 5 1745 . Cityscapes 08 5 &3 T3
TR M, WNARET 50 AN S E g s B . BERAEES 5000 KSR EHE A
20,000 FRAHAREEIG, W 30 ML, EEH T 19 ANKMH TSR BUR 2 Fi0h 2048 x
1024, WHRAEZMICIEME. RSB E R, A% IEH T 2858508 Lo Evte. BiEs
KI5y 2975 sKIIZRAE . 500 SKIGIEEEA 1525 sKMlASE . FEVIZRAT, XIZREAE T 3T TAL BE 5 1Y o b
1B, CABCIRTHE Rz ALRE F1, CFERENLAE I AT B MR e, B R G5— RF A%,

SEIGHAEERC B W0 R . 13th Gen Intel Core i5-13600KF 4bFE8% . 32 G 81T A7+ Nvidia GeForce RTX
4060 Ti (8 G) BITEAL#EEF(GPU). Ak #3ik #8712 & I BEALEL 2 [ (SGD), 4 5% ki #5i%k FH 22 SUJki 55 Dice
PRI G, DA AT v . A )1 S AE R FE 2 =) Pytorch AEZE R EAT, HoAh4h BhfH
% Pycharm Al Anaconda. Z¥i% & L7 1.

Table 1. Parameter setting of the network
=1 WESHRE

ZH WE
Image size 1024 x 512
Epoch 500
Batch size 4
Optimizer Sgd
Learning Rate 7x1078
Decay Type cos
Loss Function Cross Entorpy Loss + Dice Loss

3.2. iHhrigkR

P4 PR B 2 SRR AL TR BRI, — O 7 2 W PP R (R B, AR AR B ME R S 2R as
REEHRIEFERE . ASCE L B A EZBAR R SR8 19 AR, HIRIERRF % 2 fion. HIE
(True Positive, TP)fa TG 2= &5 RN IER GO, BRI 9 IE, SEhrtb NiE; E4i(True Negative, TN)F&
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TG 245 BN IERRIO TS oL, BRTON A4, Sehrifyf, R IE(False Positive, FP)HE¥4 A5 1% 504 H
BB, BDTA IE, S2BREI N fs 18 57 (False Negative, FN)F&K H AR R 2 ARG R KB 0L,
BT f, S2BREAIE.

Table 2. Confusion matrix
2. BB

A B R
1 i

" TP FN

! FP ™

WIERE R, P A2 (Recall). “T-1%2 3 L (mean Intersection over Union, mloU). P34 & K5
(mean Pixel Accuracy, mPA)FI{% 2 1 i % (Accuracy)ix PU Rk B A AR A% B PEAT R AR RV AL A AL (1 14 e - Re-
call JH R B IEREA I IR ST, 22 IF H(1oU) FE TRINGE S 55 B Sehr2s 2 (78 48 SR I LUl 18
TG (PA) TR TIO (E A AR 3R 20 L SR F AU L7, mloU. mPA HUEATTRIF4; Accuracy JUI &7 TH
SR IEMMB RSB RIS BA R KR, HEAX L.

Recall = — 1, @
TP+FN
N
mou=+% _ Ne )
NiZ N + Ny + N,
N
1N ;”ij
mPA=NZ = ®)
RN
i=1 j=L
N N
Accuracy = e ¥ Ty 4)

’
Np + Npy +Ney +Nep

A, Nrp NEIEFERFIANEG Ny NE ARG Nee IRIEFEARANEG Nen IR AFEEARANEL
nij A TRIEFERESE | AT50 j ZIR0ME; NONE R R0

4. GRGH
4.1, jHEASCH

ISR RS 8 7 5 oy BRSOk T R A R, SEe AT 1 S IR IS e S AR AE. Clityscapes £
P LT3 & M REFR AR (L2 3). 1T 1 %4t DeepLlabV3+M4s, 7Y 2 &4 T THFEFE I 25,
B 24 5 M\ 54.709M BR[% %2 5.813M, (HETUHEARIAA /IMEFE TR, #2842 5]\ DenseASPP £ #4154 %]
A 3, mloU S&fekn AR, IOUE T3 KBSZ B SRmE 1A %, B4 4 /F DenseASPP 55| A CBAM
HER TN, 23 8] P B RS B AR 5 A T 2 A REERIRHEEE, o TIRGURFE
PR AR TR R, R REe MARSURFIE B R4 B BE 2 . SERSAI A FHE ., i 1 TS B . 5
WA RKW], i DeepLabV3+M 2 FEMIRAL F I RERINA e Th, SHA 1 M, mloU $idiE 2.29%,
4 68.75%, Recall #&1H 1.65%, 4 76.04%, mPA 25 1.40%, 4 78.63%, Accuracy #&5 1.19%, [A]if 4
R S H SR T I 72.19%.
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Table 3. Evaluation of segmentation performance of different improvements

3. PRI 7 EIMERETFAS

B T4  DenseASPP CBAM £ REFHiERAL4A mloU/(%) Recall/(%) mPA/(%) Accuracy/(%) Z¥(E/M

1 Xception 66.46 74.39 77.23 95.15 54.709
2 MobileNetV2 63.86 71.63 76.46 94.66 5.813
3 MobileNetV2 V 65.73 74.07 76.93 95.12 15.127
4 MobileNetV2 V \ 67.02 74.58 7791 95.60 15.168
5 MobileNetV2 y \ \ 68.75 76.04 78.63 96.34 15.213

4.2. JFHLELE

NT BGAE M DeepLlabV3+RA & (AL, PL FCN. U-Net. SegNet. DeepLabV3+[UFiE S 4y E 5 7Y
RS T WSS, RS EE SO R O — B IR AL AR AR PPN FR PR 4 R 4. HER
sl AL, Bt DeepLlabV3+ 1 2% () & U e Fia dn A0 T HAR AR Y

Table 4. Evaluation of segmentation performance of different models

= 4. TRIEEE S RIMERETAE

A BT W% mloU/(%) Recall/(%) mPA/(%) Accuracy/(%)
FCN VGG16 64.54 73.39 74.52 90.14
U-Net VGG16 65.90 73.83 76.96 94.85
SegNet VGG16 61.96 70.07 72.49 87.78
DeepLabV3+ Xception 66.46 74.39 77.23 95.15
ik DeepLabV3+ MobileNetV2 68.75 76.04 78.63 96.34

SEHR ELA R LI 3, ONREE B R ILBR OL, RS AT #2219 T 5. FCN 5 U-Net f£
ACIE ) o B AR, SegNet U i 75, DeepLabV3+7E H Al FH (ks 4 38h T~ U-Net, [(HIEHEAAK (1
WO B ARSI E R FIRCR W AR T HARAE R, AR T iRAe R, WRE 1 2 A0 S RHIE,
iR GRAE EG NG, R E S AR S R PTTRE ), RE A AR SSE g R B H
PRIFAE

| .‘| II

Image Label FCN U-Net SegNet DeepLabV3+ ARk

Figure 3. Segmentation results of different models in traffic scenes

E 3. FEIMEEEZBIAR PRI EILR

5. &
B FIET DeepLabV/3+ 2452 Hi— i i 111 22 3 37 5 1 BSOHEE SL4h B0 . 1% 500 25c4% MobileNetV2

DOI: 10.12677/csa.2026.162045 139 HEHLUREE 5 R


https://doi.org/10.12677/csa.2026.162045

Pt

B M SIRIUFIE, AR/ RS H0E; ¥ 78 ASPP K% DenseASPP £544, 5| X CBAM {17 /7,
R 2 ) goE E B G 7RIS B2 REMRFEE, RS HE 2 RRHEEE . SRR Rk
B, SUdkfY) DeepLabV3+ 2% 7 Bk B o iy o THEDHRFETE R, Su TPt g, 7EAC@y s i 4 R
P HeAR%E, AEIE . BRI TR AT %
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