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Abstract

To address challenges in steel surface defect detection, such as irregular shapes, subtle features,
and complex background interference, this paper proposes an improved YOLO11 algorithm for
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steel surface defect detection. The algorithm introduces a deformable attention mechanism in the
C3k2 module of the backbone network, enhancing the model’s ability to capture spatial features of
irregular defects such as cracks (Cr). Part of the standard convolution is replaced with pinwheel-
shaped convolutions to improve the model’s feature extraction performance for low-contrast, fine
targets such as inclusions (Pa) and spots (Ps). Additionally, the C2PSA module integrates a linear-
complexity attention mechanism (TSSA) based on variance reduction, effectively enabling global
context information interaction. Experiments on the NEU-DET dataset show that the improved
model achieves an mAP@0.5 of 80.76%, an increase of 3.16% compared to the original YOLO11.
Compared with other mainstream object detection methods, the improved algorithm demonstrates
a significant improvement in accuracy, meeting the precision requirements for steel surface defect
detection.
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R TR NI Tk S B 2 —, SIS EASE . MU ST b AR & .
SR, AP A 5 L2 RE], M RIS 27 R R RO KRS S REE 5IE, XL
AL 22 B SN ) T F Ve Re S s s, RS KA 24, Bk, XXKEEF R, B3k
BRI AR, X FORRR = S 4E97 N e 4 BAT 2 00 EE B 3o LA Tt s 440 =l B 4l 0 WL
I, B RESCA N R Sk, TS EOE SE R A dER, BRLI KRB G 7R A AR
1]

R N T B AFAE RS bR —E B2 EUHE R TIER 2], s EhERE, ®
JE 2 ) B AR sk b E BRI L TR T . D KAGAE[3] R YOLOVS X #AEL Ay AR HEAT BREARTIN, A igEss:
[4]GdE YOLOVT #&Ftar N M /N H AR R, B el 55 [S]38 i 2% (1] £ ¥ T AL 3 5 22 R B e 1ok 42
TER 4 2 T BB RS s W B 25 [6]42 ! STCS-YOLO FRASHHMN R A B T3, FHMEE[7)1% VSC 45
A1 S 1 A 2 T AN U B P TR 1, AR T 45 [8] 0T & HSED-YOLO B TH5f4H, X1 R F45 (9] F AT 28 7
GRS R S E B RSE[1018 1 6 /4 FURRIE = ) 08 YOLOVT $&THREEE, & th P %%
[11]f] SKS-YOLO 454 EfficientNetv2 F1 ASPP ARSI ks FEAT I, B WL A5 [12]UF Sy = ALt
YOLOV9 #1 YOLOV10 ¥4 #27t.

S IX STy AR 7 — e e, TR/ H RS AU RE ) RS IR FE A Th 2 (). BRIk, AR
Pt — PR B A AT VS AL BE ML P 503 YOLOLL B2, £E R m AR T3 2 /) (DAttention) 2 C3k2 fiidk, 7]
AN RZETE 26 BL(PSConv) & 46 b v 45 B, 44 8 255 1738 43 2% il sk J& 2L (MCR?) ¥ 4% 1 4 2% B v 7 J HL il
(TSSA).

2. YOLOV11 BfrieME sExik
2.1, BOHEE BT
B2 5 2 1 B R AR 2 JE DA 35 AR 22 I 26 (CNINS) 72 B KR ATy 132 S, A ek e 5
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FPRR PRI DR 9 RFIE RO B MR R o RIS, AR Z SR FEVE R UL C2PSA BAREEAT ik, FEskil 4
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Figure 1. Improved YOLOL11 architecture diagram
B 1. Bu# YOLOV1L £54[E
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2.2. ERTEE IR NN EEEEDR (C3k2-DAT)

FEAF AN T R PR AT 35 v, ZRETEEGRIG F AR 22 (R A AR AR B A AR A REAL L, TSR 45 C3k2 itk
] g SRAE T e MR 7 M & e AN 1A 25 . it ASON RAR LR O 5 7 S5 M BEAT B, FERFAESR
By b 51N AR T 5 b (DAttention) [13], 28 it H H 4 4% 0] [ 3 N RN BE 71 H C3k2-DAT
B,

2.2.1. C3k2-DAT $ifit 5 TERE

J 46 B R LA RETE [ 52 Wk R RRAEHEAT SRAE s D SEIURI T 3 AL X e 5 X skt I )
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A B R B2k NS N — N B2 2 RN 2% (TR B AT 40 B B AR R 9 i 5 7 (DW Conv)
FATC TR 22 2R 1 B G (GEL V)BT R B ), 2 T B MEHER /3 B R SUE B, NiEfEN 3% 4
) 2 [ X A A PR B

AJARTE SR A A B AE U R B IR A6 5 2% s A AT AR, 159 30 B & RCRAE 25 Bl 5 75X S A
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Figure 2. Schematic diagram of deformable attention mechanism
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MIBARTIRE 2t T A0 T 10 RS A 5 TR IE BRI K 2 24N K BN MRS, AriEBR
PR ] 5 RS R SR R A 52 R R U A2 B, S SO A R SR URFAE AR R IR, AN mT g G 5] N 7 KR e e
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2.3. ETRERERHMERERFEFHERILARIR(PSConv)

B ME 22 T SR (e 4 Pa 5 B PS)ZE (RN ST H b L B R . I 2 2 4045 7 42
TEIRAIAFAE, ASCR A A4S FLU(PSConv) [14]%F YOLOLL /4% Hh i i 5 R B8 et 4T 1 B e

2.3.1. PSConv 244i% i+ 5IEX FREFEHLHI

WE 3 FrR, ASCFHRINE(RERE, PSConv) k% D it B A B britE )5 AR 20 i 9 g
AN B ERIZ, RREL A" FERAAHE . B R A e AR IE 7 505, PSConv 7 7E & AR
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Figure 3. Schematic diagram of the pinwheel-shaped convolution module architecture

B 3. NEREREROERATEE

JEXFFRIE 78 8 W (Asymmetric Padding): 45 52 i NAFHAE B X (M) 5ot s SCPUAN 7 1) 1 R e A
H: P={(k,0,1,0),(0,k,0,1),(0,1,k,0),(1,0,0,k)} FTBFRHER BURAE AL B A FRYE o IXF B H A AE A 4
J 5 N [ 2 ) 4 JE K7 R B AR TS RAA% , MIT A 28 A 0 3 T ) 4% 1) S e 8 (L A A 877 1
PERIRIR Sc).

4341 46 K746 #7 (Directional Group Convolution): RGHAT WA FEATIZTEER S0, BA D05
A ZR R IRESE AL ACFER(L x S5 T EGIRH (k< DI E TAE, BERZEY KT A RURZE(TE k
= 3 W AZET T 9 $2TH & 25), UGB SHE LR T AR

RFIEHE#2 55— fk(Contact & Normalize):  PUAJ5 ] (1 RFAES HH 7 T8 48 B AT Pk, B s did — A
2 % 2 (ARG AT S I 15 B A BLR A TR U — Ak, e 28 LA VR FEE XUAS B IMARAE I Y, -

2.3.2. fpEBahil: ASHRMESERPELE

AR PSConv (4% 0 2 H5AE T HRAR A EE 43 A -5 S B 1y B A 1) s P — 01k
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BE AR R ) O TR

BCE ) A2k SRR B eh o 1) DU A Jetek, TR R B 2 2 i A A A1 o BRI T ARy«
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BRFE A% L RFAE o
24. BT ERRHIRREOZMETENEM(C2TSSA 1R3R)

B S0 T 3 37 S 0 0t i B R R AE R R R T R T 3R, AR ST E] N TR A 2 Ok R
(Maximal Coding Rate Reduction, MCR2) ) 4 11 52 7% 5 v = JJ ML [15] (TSSA), FfXf YOLO11 Hrf#) C2PSA
BEPGHAT T EM, Wik T RSN H R I B C2TSSA Hidk.

2.4.1. Token it BHiFEFI(TSSA) & HIE

w4 EGIFTER, TSSA H-F DAL 4 B e I pL b AR DL B TS I R B AR B M B
B, HPE TSR, &k, BHMANFENG 2 2 MGG 28], JE B 5 RRAE I RE & 2 A v 4
WU B AR, LARS A0 22 R A vh 45 A F7 12 (token) 7E AN RV REAE - 23 AT 43 0 77 2o FEAEAMHAE 725 ]
W, T EARIC RN B A GE T R, R AR Ak A B — AN A R AL E R s AR ] AR
HLA B Gm A 2 18 25 1) S5 B4 7 TR, [ IR T T S A, AT S I A SR Sl R R R HE Bt o B
R R 33K S T Ay ) SR o P R 5 56 B 5 PR AE SR AT ARSI, % B4 AE 725 AT R A, SE bR it )

4R BRSO
Tnput oken Statistics ) I H ]_>€ Onput
Tl LayerNorm Self Attention LayerNorm MLP 9—) Token:
- R N
K heads - [ 1T Membership Aggregate
—
N mE_m
- . 1 L_d "L__.... _____ i
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\{ ULyizt e RPX" Diagonal Attention /

Figure 4. Architecture of the C2TSSA module
[ 4. C2TSSA 15224

2.4.2. C2TSSA &R %E#)5 CSP it

NARAE A2 B B R 1 RSE, ELBERS 2 (VR AE SR U5 N 48 P AR E IR SR T B (S R, AL
¥ TSSA H Tk N % CSP BB . ML ARG BT A1, i NFAEIR 9 25 A5 0 S Ak 3 : H— e S5 s
AR, ZEEAT HEORE ENRHEE S, RIB 4EREBR B G AL ;L0 TSSA IRk fs, 1%I54AE
T HES TSSA BB IG(HZIH—1k. TSSA 51 Z BN L), #3750 K SRk &,
B 5 7R 4 TR DR, T S BURAE SE BURHIE I R AR SR IR, A ST S RS
iR IE ) BTl
2.4.3. C2TSSA &R HEHE

TSSA gLk ME AL 40 SRR AT 55, B & A EE N ik

1) HESRMSIIX M RES): TSSA BER AR 72 AIRHEZ A gmis R 55 . i, 7EALFERIIR
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(Sc) 5 2LL(Cr) 55 Z IRIETRFES , TSSA W] H a4 K K AR AEAE L% 25 A ) PR S

2) PR R S A ER AR T M R EHGE AL S K& TS, T TSSA 4 It 52 2%
Rk, FTRAORE B BB AR R 2 HE R R . AT HRIC SRR ARy, AR T BB 2845 S Aor I
3. KWHERIH
3.1. BuiEsE

AT EE I NEU-DET #9442 1 G B B SRR B A B Ve . APz, NEU-DET #iii et
FE%a(crazing). & #(inclusion). BTt (patches). J#k & (pitted_surface). J& NS A8k 57 (rolled-in_scale) i
RIJR (scratches) L /N FhaN AT R I Ek FE . HOREN280 300 sk EMR, 3k 1800 sk IR, AR5k K/ 200 x
200 AR FE B o 218 8:1:1 (1) LUK Ak B4 1 B R B LA 7 M 0 . MR AR AR R4 . oIl g s
BIURFEA 1440 5K, IREEAT IR A FEAS 180 5K, IR UESEAT & A 180 5K.
3.2. SCIOIFIE

IO R Zrad fErh, JEFE YOLOVI1L fERZEAMR, epochs % E A 300, batchsize & 24,
imagesize 4 640 x 640, works 4 8, WIUH4 1% A 0.01, #3EE A 0.937, A E RZECA 0.0005, %
1 VN AT FH R0 REE A R 2 A P B P55

Table 1. Experimental environment
1 LR

[ERIEL HEZH
BIERSR Windows1064 {7
W1 16 G
GPU NVIDIAGeForceRTX3090
CUDA 11.6
Python 3.8
Pytorch 1121

3.3. ¥ iEHR
XHERH mAP@0.5 (IoU BI{E N 0.5 i AN 25 51T 45 AP {B) P A R AR RS 1, A AL 4845 -
F& 12 (Precision, P). A [\I% (Recall, R). “F¥J¥% & (Average Precision, AP), FiA A (2)~(5)-

P =P, /(P; +P:)x100% @
R =P; /(P +N;)x100% 3)
z AR (i j p(R 4)
o = ZAPi /N ®)

A PRI RIRARF; N FREIANEG P 3OR IEFEA TN IEREAS R P RO 1
FEATIUN HHIERE AR, N SRR IEREAS T S DR AR
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3.4, SEIGLER

3.4.1. jHRASCLS

DNEGHIE BT SO R A 2, ASCHEZR AL K 2N Bk R T B S i 4 Bk AT T R AITH RS . Sk
353 A VPE T C3K2-DAT. C2TSSA Al PSConv =AMt He s S R ME RE (1 DTk, AR R0k 2 i,
SIS S5 R 3 FiR.

Table 2. Ablation experiment plan
=2 HMKEATR

S8 26 ) C3K2-DAT C2TSSA PSConv
1 X X X
2 Y x x
3 x + x
4 x x N
5 x
6 V

T NFRE, xFRL.

Table 3. Ablation experiment results
3. IHRMASLIREER

SIG AR 1) Cr (%) In (%) Pa (%) Ps (%) Rs (%) Sc (%) MAP50 (%)
1 51.58 94.3 84.94 81.64 81.36 71.76 77.6
2 55.12 89.96 85.66 76.39 93.63 73.78 79.09
3 52.69 92.61 88.75 85 92.15 69.92 80.19
4 494 95.1 82.2 83.4 89.3 71 78.2
5 51.31 91.67 88.5 88.08 92.84 69.37 80.29
6 53.63 92.23 87.17 88.27 91.21 72.07 80.76

A 3 S AE TRl A SRIGLH 1 NSRRI, RISRVS T A] iR e () R As A5, H mAPS0 A 3
77.6%, NIGESIRIREt T IERE S IR AE . S2I0 A 2. 3. 4 HITIRAE R S MR A bk Hirh, C3K2-
DAT BEHUE AL (1) mAPS0 M 77.6%F2 72 79.09%, PEREFETF 1.49 4N 43 55 ; C2TSSA BiHUKE mAPSO0 2
F+% 80.19%, MHELTREMERIAER T 2.59 N F 4 i, R X BEAY BRI RESR T B B S SR T PSConv
FEH UK mAPS0 $2 72 78.2%, A FEUERAIIR T 0.6 N 2 A, SEIRA 5 44 7 C3K2-DAT 5 C2TSSA
P, L mAPS0 1A% 80.29%, HIEHERITUIRTF 2.69 AN E 4 . SEIRA 6 NETHE A A IR R,
B G T A=A R, 2 mAPS0 ik F 80.76%, FHEL TR T 3.16 N, HATE
5 288 ) P s U A B e b 24045 BRI

NELLRT LLRS I ERE, B 5 R T B EE S YOLOVLL JELRAE A (i 2k . AR 28 LTS
Z AT T, %12 4(Crazing) 5245 (Inclusion). #1144k Bz (Rolled-in Scale)2% H #x, YOLOv11
TR A DL T A IR, T SO AR TR A 0 5 A O S B B NIRRT IR R AR B
(Patches) 5 XIlJR (Scratches) < R AL R,  CSCEEBE AL AR sl IR FIUIIIAE 15 H AR SEBR AR 326 BE B 5
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YOLOv11

OURS

Figure 5. Comparison of effects between improved and original algorithms

5. MHEES RIGE AR

FEG YOLOV11

Figure 6. Comparison of heatmaps between the improved algorithm and the original algorithm

El 6. it HASRGEERNEXTE

K 6 JEoR 1 IHERE Y (OURS) 5 YOLOVIL R B Grad-CAM #AJIEIXS E . 7ERIJR (Scratches)7
Sett, A LR R L IR0, B AL 0 7 5 D 0 Y M R B B K R A A, E T
DAttention 5| 5 RAE VL ECAERR I S LATEAR HIBE 70 ;T FEDE R (Patches) i oy, BlcbAR AL 7E H AR X380 AE
TS BRI SR L, DI T PSConv SRR FREE I B, MR T AR TR T
SHARHELS S TR .

3.4.2. »TELIEEE

DNdE— A AIE CSOEE SEVETE RIS 2 7 T AR 35, 7R AR R B SR AR A, 5300 I EVEEAT
TXFHsEa, AR N 4.

M SZIG S5 AT LA Y, A SCHR A B SR (ours) £ mAPS0 FE bR Bk B 80.76%, A Lt ik £k A 7Y
YOLOV11 ] 77.6%%&F 1 3.16 N H 70 s, RILH R RMERRI . 5 AR I Rk il BRI T A
o TERINEREATIREE T, ASCHEIELE Cry Iny Pa. Ps. Rs 1 Sc 7~k g 143 7l ik 1] 53.63%.
92.23%. 87.17%. 88.27%. 91.21%A1 72.07%, HEARKIN T X LLE % Rl Z1E Cr. Pa Fl Sc JEERFE (1)
R b, ASCEEAEL YOLOVIL 40 B3R T T 2.05. 2.23 1 0.31 N4, B H el R x5 24 Bk b
FRIESEHU A Rk o A SGH AR TH R R 5 Semt Moy T R I B R, SR 252 M, IHE
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9 6.4 GFLOPs, LT R4 M54 YOLOV11n, HoAs il & &3k 155.5 FPS, XX T hyper-yolo. #4<3(#2
HH PR S SRV R R T A B R T A 55 o B A S v PR U P8 AR 0 e

Table 4. Average accuracy of different algorithms in detecting various defects
4. TEIEEQN & LR I E

Rk Cr(%) In(%) Pa(%) Ps(%) Rs(%) Sc(%) MAP50 (%) FPS GFLOPs Z¥(& (M)
SSD [16] 2752 6557 8592 6171 5619 6751 60.74 37.7 88.2 25.1
YOLOV3([17] 3923 7830 8241 7285 6326 61.63 66.28 68 155.3 61.53
YOLOV5 4511 8125 8492 8327 7184 6572 72.02 83 15.8 7.05
YOLOVS 482 8241 8632 8465 8511 67.92 75.77 165 8.2 3.01
YOLOV11n 5158 943 8494 8164 8136 7176 776 118.9 6.3 2.58
YOLOV12n[18] 41.85 90.07 8427 82.65 89.65 64.49 75.37 148.9 5.8 2.51
hyper-yolo [19] 4643 8848 8533 86.28 89.72 7412 7357 162 9.5 3.6
rt-detr-18 [20] 4115 9413 8510 7985 9213  66.37 73.57 113 57 19.9
ours 5363 9223 8717 8827 9121 7207 80.76 155.5 6.4 2.52

4. &g

PR R TSR HAREAE TR AN . A RIEZ R B2, H BRSNS, X eBERE
T2 RIS 2 S i 1Ko BT — A, SO W AT L] TR AR DL R e R IR
P (TSSA)REATRb &, $&HH — LT YOLOLL fy s 14 A B9 A4 2 11 SR b ks il 75 325 o

£ NEU-DET #u#i 4k ERSEIR g BB W 28T i /bl (DAttention)it e (538 M RAF il 2 KBRS
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