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摘  要 

小样本语义分割旨在利用极少量标注样本实现对新类别的像素级分割。然而，受限于支持样本数量有限，

传统方法主要依赖视觉特征构建类别原型，容易受到背景干扰及类内差异的影响，导致原型表达不稳定。

为解决上述问题，本文提出一种基于文本引导原型特征调制的小样本语义分割方法。该方法引入类别级

文本描述作为高层语义先验，通过文本–视觉相似性建模自适应聚合多条文本特征，并利用特征级线性

调制机制对支持原型进行动态调节，从而增强类别判别性并抑制无关语义干扰。所提出的文本引导特征

调制模块在不显著增加计算开销的前提下提升模型对新类别的泛化能力。实验结果表明，该方法在

PASCAL-5i和COCO-20i数据集上均取得了优于基线模型的分割性能，验证了所提方法的有效性。 
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Abstract 
Few-shot semantic segmentation aims to achieve pixel-level segmentation of novel classes with only a 
limited number of annotated samples. However, due to the scarcity of support samples, existing meth-
ods mainly rely on visual features to construct class prototypes, which are easily affected by back-
ground clutter and intra-class variations, leading to unstable prototype representations. To address 
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this issue, this paper proposes a text-guided prototype feature modulation approach for few-shot se-
mantic segmentation. The proposed method introduces category-level textual descriptions as high-
level semantic priors, and adaptively aggregates multiple text features through text-visual similarity 
modeling. Furthermore, a feature-wise linear modulation mechanism is employed to dynamically ad-
just the support prototypes, thereby enhancing class discriminability and suppressing irrelevant se-
mantic interference. The proposed text-guided feature modulation module improves the generaliza-
tion ability to novel classes without introducing significant computational overhead. Experimental re-
sults on the PASCAL-5i and COCO-20i datasets demonstrate that the proposed method consistently out-
performs the baseline models, validating its effectiveness. 
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1. 引言 

随着深度学习技术的快速发展，语义分割在自动驾驶、医学图像分析等领域取得了显著进展。传统

语义分割方法通常依赖大规模精细标注数据进行监督学习，然而像素级标注成本高昂且耗时严重。为缓

解对大量标注数据的依赖，小样本语义分割(Few-shot Semantic Segmentation, FSS)应运而生，其目标是在

仅提供极少量带标注的支持样本条件下，实现对未见类别的准确像素级分割，具有重要的研究价值和实

际意义。 
现有小样本语义分割方法大多采用基于原型匹配的范式[1]，即通过支持集图像提取类别相关的视觉

特征，并构建类别原型以指导查询图像的分割预测。但由于支持样本数量极其有限，支持原型往往难以

充分刻画类别的整体语义特征，容易受到背景区域干扰以及类内外观差异的影响，从而导致原型表达不

稳定，进而影响分割性能。尤其是在支持图像与查询图像存在显著视角变化、尺度差异或背景复杂度不

一致的情况下，仅依赖视觉特征构建的原型往往难以准确对齐目标类别语义。为增强类别表示能力，部

分研究尝试引入多尺度特征融合[2]或查询自适应更新[3]等策略，以缓解支持原型的噪声问题。然而，这

些方法本质上仍局限于视觉模态内部的信息建模，难以从更高语义层面补充类别先验信息。 
近年来，跨模态表示学习的兴起为小样本语义分割提供了新的思路。对比式语言–图像预训练模型

(Contrastive Language-Image Pre-training, CLIP) [4]通过大规模图文对齐学习，具备强大的跨模态语义建模

能力，其文本特征能够提供稳定且具有泛化性的类别级语义信息。相较于单一视觉实例，文本描述通常

以类别层面的语义属性为表达核心，不依赖于具体实例的外观变化，因而能够提供更加稳定和一致的类

别语义信息，可作为视觉原型的有效补充。然而，将文本语义有效引入小样本语义分割任务仍面临诸多

挑战。首先，现有文本模板多源于图像分类任务，通常侧重于整体实例级描述，难以直接适配像素级分

割场景。其次，同一类别可能对应多条文本描述，不同描述对具体实例的相关性存在差异，如何从多样

化文本中提取对当前支持样本最有判别力的语义信息仍有待研究。此外，文本特征与视觉原型之间在特

征分布和语义层级上存在差异，若直接进行融合，可能引入额外噪声，反而削弱模型判别能力。 
基于上述分析，本文提出一种基于文本引导原型特征调制的小样本语义分割方法。该方法充分利用

类别级文本描述所蕴含的高层语义先验，通过跨模态相似性建模机制，自适应地从多条文本特征中聚合
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与当前支持原型最相关的语义表示。在此基础上，引入特征级线性调制机制，对支持原型进行动态调整，

使其在保持视觉判别性的同时融入稳定的类别语义信息，从而有效缓解背景干扰和类内差异带来的影响。

与直接特征拼接不同，该调制策略能够以轻量化方式实现对原型特征的精细控制，在不显著增加计算开

销的前提下提升模型对新类别的泛化能力。 
我们所提出的方法贡献如下： 
1) 针对类别级文本描述数量多且语义相关性存在差异的问题，提出了一种基于文本–视觉相似度的

文本特征自适应聚合策略，旨在从多条文本描述中动态筛选并融合与当前支持实例最相关的语义信息，

有效缓解文本冗余带来的干扰。 
2) 设计了一种文本引导的原型特征调制机制，将聚合后的文本语义作为高层先验，引导支持原型在

特征层面进行动态调整，从而增强类别判别性并抑制背景和无关语义的影响。 
3) 在 PASCAL-5i 和 COCO-20i 数据集上的大量实验结果表明，所提出方法在多种小样本设置下均取

得了优于基线模型的性能提升，验证了方法的有效性与良好泛化能力。 

2. 相关工作 

2.1. 小样本学习 

小样本学习(Few-Shot Learning, FSL) [5]旨在使模型在仅提供少量标注样本的条件下，仍能够有效学

习并识别未见类别。现有小样本学习方法大致可分为三类。第一类为基于优化的方法[6]，该类方法通常

采用元学习框架，在训练阶段显式模拟小样本任务的学习过程，从而使模型能够快速适应新任务并实现

有效收敛。第二类为基于度量的方法[7]，通过学习判别性嵌入空间，缩小类内样本间距并扩大类间差异，

进而基于相似度度量完成分类决策。第三类为基于数据增强的方法[8]，该类方法通过样本合成、特征重

组或跨任务迁移等手段扩充训练数据规模，以缓解样本不足对模型泛化能力的限制。 

2.2. 小样本语义分割 

小样本语义分割是在小样本学习框架下，将研究目标从图像级分类拓展至像素级语义预测。现有方

法大多采用支持–查询的匹配范式，典型方法如 PFENet [9]利用支持样本中目标区域的视觉特征构建类

别原型，并通过特征相似度实现查询图像的像素级分类。然而，由于支持样本数量极为有限，基于视觉

特征构建的原型往往难以充分表征目标类别的整体语义，易受背景噪声和类内差异影响。 
近年来，跨模态学习的发展为小样本语义分割提供了新的思路。相关工作尝试引入文本信息作为高

层语义先验，以增强模型对类别语义的理解能力。例如，PI-CLIP [10]重新审视了 CLIP 在小样本语义分

割中生成先验信息的可靠性，并将文本语义作为辅助先验进行利用；PAT [11]通过类别级文本提示构建

动态类感知增强机制，将文本语义引入特征迁移过程以提升分割性能。相比单一视觉实例，文本描述通

常以类别级语义属性为核心，能够在一定程度上缓解类内差异带来的影响。 
然而，现有基于文本引导的小样本语义分割方法仍存在不足：一方面，文本语义多依赖于固定描述

模板，难以自适应建模不同类别间的语义相关性；另一方面，文本特征与视觉原型的融合方式较为粗粒

度，尚未充分考虑文本语义对原型特征表达的精细调节能力。 

3. 问题设定 

小样本语义分割旨在利用极少量标注样本，引导模型对未见类别目标进行精确的像素级分割，其核

心目标是在有限样本条件下实现从基类到新类的有效知识迁移。现有方法通常基于元学习框架，采用情

景式训练策略以提升模型的泛化能力。 
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具体而言，给定数据集 D ，其被划分为训练集 trainD 和测试集 testD ，且两者的类别集合满足

train testC C∩ =∅。在训练阶段，模型通过从 trainD 中采样的情景任务进行优化。每个情景任务由支持集 S  

和查询集Q 构成。在 K-shot 设置下，支持集 ( ){ }
1

,
Ks s

i i i
S I M

=
= 包含 K 组图像及其对应的二值掩码，其中 sI  

表示支持图像， sM 表示对应的目标掩码；查询集 ( ),q qQ I M= 则包含待分割的查询图像 qI 及其真实标注

掩码 qM 。模型依据支持集提供的类别先验信息，对查询图像进行分割预测，并利用查询集的监督信号计

算损失以更新模型参数。 
在测试阶段，模型直接应用于从 testD 中采样的情景任务，此时查询集的真实掩码 qM 不可用，且不进

行任何参数微调。通过上述训练与测试范式，模型能够将从 trainD 中学习到的知识有效迁移至 testD 中的未

见类别，实现高效的小样本语义分割。 

4. 方法 

4.1. 框架概述 

本文在经典支持–查询匹配范式的小样本语义分割框架上，引入一种文本引导的原型特征调制模块，

用于增强类别原型的语义表达能力。整体流程如图 1 所示。首先，支持图像与查询图像通过共享骨干网

络提取多尺度视觉特征，并利用支持样本中目标区域特征构建初始类别原型。与此同时，为每个类别引

入多条类别级文本描述作为高层语义先验，并通过文本编码器提取对应的文本特征。 
为缓解多文本描述之间的语义冗余与相关性差异，本文根据视觉原型与文本特征之间的相似性，对

多条文本特征进行自适应加权聚合，生成稳定的类别级文本表示。在此基础上，利用文本引导的特征调

制机制对视觉原型进行动态调整，从特征通道层面增强与类别语义一致的表示并抑制无关干扰。最终，

调制后的类别原型用于指导查询图像的像素级分类，从而获得分割结果。该模块可无缝嵌入现有小样本

语义分割框架，在不显著增加计算开销的情况下提升模型对新类别的分割性能。 
 

 
Figure 1. The framework of the proposed method 
图 1. 我们所提出的方法框架 

4.2. 类别文本描述生成与建模 

为弥补小样本条件下仅依赖视觉支持样本构建类别原型所带来的语义不稳定问题，本文引入类别级

文本描述作为高层语义先验，对目标类别进行辅助建模。文本描述以类别共性语义为核心，能够从抽象

层面刻画类别的功能属性、结构特征或典型语义概念，从而在一定程度上弱化实例外观差异和背景干扰
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对原型表达的影响。 

4.2.1. 类别文本描述生成 
为获得稳定且具有判别性的类别级文本先验，本文借助大语言模型生成多条类别文本描述，用于刻

画目标类别的内在语义属性。与实例级文本描述不同，本文关注的是不随视角、尺度或具体场景变化的

类别固有属性，以避免文本语义对具体视觉实例的过拟合。 
具体而言，针对数据集中每一个目标类别 c，在已知全部类别集合 { }1 2, , , MC c c c= ⋅⋅⋅ 的条件下，向大

语言模型提供统一的生成指令，要求其围绕目标类别的外观结构、形态特征、功能属性或典型组成要素

生成多条简洁描述。文本生成过程遵循以下约束：(1) 描述应突出能够区分该类别与其他类别的 20 条关

键属性；(2) 避免涉及具体实例、场景或视角变化相关的信息；(3) 尽量避免引入其他类别名称，以减少

类间语义干扰；(4) 不同描述之间强调语义互补性，而非简单重复。 
在此基础上，每个类别对应由多条属性描述共同构成的文本描述集合。所有文本描述经统一编码后

作为类别级语义先验输入模型，并通过后续的自适应聚合机制提取与支持原型最相关的文本语义，用于

指导原型特征调制。 

4.2.2. 基于相似度的文本特征自适应聚合 

 
Figure 2. Adaptive aggregation process of textual features 
图 2. 文本特征自适应聚合过程 

 
在获得类别文本描述后，本文首先对其进行统一建模。对于每个类别，我们基于大语言模型生成多

条互补的类别级语义描述，用以从不同语义属性角度刻画该类别的共性特征。具体而言，本文为每个类

别构建由 N = 20 条文本描述组成的文本集合，并利用预训练的跨模态文本编码模型将文本映射至语义特

征空间，得到对应的文本特征表示具体流程如图 2 所示。设第 b 个 episode 中的某一类别对应的文本特征

集合表示为 

{ },1 ,2 , ,, , , , td
b b b b N b iT t t t t R= ⋅⋅⋅ ∈                                (1) 

其中 td 表示文本编码器输出的特征维度。为了便于后续与视觉特征进行交互，本文采用线性映射将文本

特征投影至与支持原型一致的特征维度： 

, , ,
ˆ , d
b i t b i b it W t t R= ∈                                    (2) 
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其中 tW 为可学习的线性映射矩阵。 d 为支持原型的特征维度，与视觉特征空间保持一致。该操作不仅实

现了跨模态特征维度对齐，也为后续相似度计算提供了统一的表示空间。 
设支持样本构建得到的视觉原型为 d

bp R∈ ，本文通过计算文本特征与视觉原型之间的相似度来衡量

不同文本描述对当前类别实例的相关性。具体地，采用归一化后的点积相似度： 

,
,

,

ˆ
ˆ .

T
b b i

b i
b b i

p t
s

p t
=
‖ ‖‖ ‖

                                    (3) 

该相似度度量能够反映文本语义与支持样本视觉特征在共享语义空间中的一致程度，从而为文本筛

选提供依据。随后，通过 softmax 操作对相似度进行归一化，得到各文本描述的自适应权重： 

( )
( )
,

,
,1

,b i
b i N

b ij

exp s

exp s

τ
α

τ
=

=
∑

                                 (4) 

其中τ 为温度系数。用于调节权重分布的平滑程度。相比于直接平均或固定选择文本描述，该自适应加

权机制能够根据支持样本的视觉语义动态调整不同文本的贡献，从而突出与当前实例高度相关的语义信

息，抑制冗余或不相关描述的干扰。 
最终，类别级文本语义表示通过加权求和获得： 

*
, ,

1

ˆ .
N

b b i b i
i

t tα
=

= ∑                                       (5) 

通过上述文本特征自适应聚合过程，模型能够在类别级文本语义先验与实例级视觉信息之间建立有

效联系，从多条文本描述中提取与当前支持原型最匹配的语义表示，为后续的文本引导原型特征调制提

供更加稳定且具有针对性的语义支撑。 

4.3. 文本引导的原型特征调制 

本文通过文本特征自适应聚合获得了稳定的类别级文本语义表示 *
bt ，该表示刻画了目标类别的核心

语义属性，为视觉特征提供了可靠的语义先验。在此基础上，本文进一步利用该文本语义对支持集视觉

原型进行调制，从而构建语义一致性更强的类别原型表示。 
在传统方法中，仅依赖视觉特征构建的原型容易受到支持样本遮挡、背景干扰及类内外观变化的影

响，导致原型语义不稳定。为此，本文引入文本引导的原型特征调制机制，通过显式建模文本语义对视

觉原型的影响，对原型特征进行语义层面的校正。 
具体而言，首先将聚合后的文本语义特征 *

bt 通过两个独立的线性映射，分别生成尺度调制向量 bγ 与

偏置调制向量 bβ ： 

( ) ( )* *, ,b b b bt tγ βγ β= ∅ = ∅                                 (6) 

其中 ( )γ∅ ⋅ 与 ( )β∅ ⋅ 由轻量级多层感知机实现，用于建模文本语义与视觉特征之间的非线性映射关系。 
随后，采用基于仿射变换的特征调制方式，对视觉原型 bp 进行逐通道调制，得到最终的文本引导原

型特征 bp ： 

,b b b bp pγ β= +
                                    (7) 

其中表示逐通道乘法。 
上述调制过程从两个方面增强了原型表示的判别能力：一方面，尺度项能够根据类别语义自适应地

放大或抑制不同通道的视觉响应，从而突出与目标类别高度相关的语义特征；另一方面，偏置项为原型
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特征引入额外的语义补偿，有助于弥补支持样本中缺失或不显著的判别性信息。通过二者的协同作用，

视觉原型在保持实例信息的同时，被有效对齐至文本所描述的类别语义空间。 
通过文本引导的原型特征调制，模型能够在类别语义约束下抑制背景相关或噪声通道的干扰，缓解

由支持样本不充分所引起的原型语义漂移问题，从而为后续查询特征的匹配与分割提供更加稳健且可泛

化的类别表示。 

5. 实验 

5.1. 实验细节 

本文在两个标准的小样本语义分割数据集 PASCAL-5i [12]和 COCO-20i [13]上对所提出的方法进行评

估。PASCAL-5i基于 PASCAL VOC 2012 [14]，其中包括来自 SDS [15]的额外掩码注释，由 20 个类别组成，

并划分为 4 个互不重叠的子集，每个子集包含 5 个类别。COCO-20i 来源于 MS COCO [16]，共包含 80 个

类别，同样划分为 4 个子集，每个子集包含 20 个类别。按照标准交叉验证协议，在第 i 个子集上进行测试，

其余子集用于训练，确保训练与测试类别互不重叠。评价指标方面，本文采用平均交并比(mIoU)作为主要

评价指标。本文采用预训练好的 ResNet50 [17]作为骨干网络，并在训练过程中固定其参数。文本特征由预

训练的 CLIP ViT-B/16 [4]模型提取。输入图像尺寸统一为 473 × 473，并在训练过程中采用随机缩放和水平

翻转等数据增强策略。在 PASCAL-5i 和 COCO-20i 上分别训练 100 轮和 50 轮，优化器选用 SGD，批大小

为 8，初始学习率为 5e−3，动量为 0.9，权重衰减为 1e−4。所有实验均基于 PyTorch 框架实现。 

5.2. 方法比较 

我们将提出的方法与多种近期小样本语义分割方法进行了对比实验。表 1 给出了在 ResNet50 骨干网

络下，模型在 PASCAL-5i 数据集上的分割性能。可以看出，相较于基线方法 BAM [25]，本文方法在 1-
shot 和 5-shot 设置下均取得了稳定的性能提升，表明所提出的文本引导原型特征调制方法能够在小样本

条件下有效缓解原型表示不稳定的问题，从而显著提升模型对新类别的泛化能力。此外，我们还在更具

挑战性的 COCO-20i 数据集上进行了对比实验，结果如表 2 所示，实验结果同样验证了所提出方法在复杂

场景和大规模类别设置下的有效性与鲁棒性。 
 
Table 1. Comparison of mIoU performance on the PASCAL-5i dataset 
表 1. PASCAL-5i 数据集上 mIoU 指标性能对比 

骨干网络 ResNet50 

方法 
1-shot 5-shot 

50 51 52 53 mean 50 51 52 53 mean 

CANet [18] 52.50 65.90 51.30 51.90 55.40 55.50 67.80 51.90 53.20 57.10 

PGNet [19] 56.00 66.90 50.60 50.40 56.00 57.70 68.70 52.90 54.60 58.50 

CRNet [20] - - - - 55.70 - - - - 58.80 

PPNet [21] 48.58 60.58 55.71 46.47 52.84 58.85 68.28 66.77 57.98 62.97 

PFENet [9] 61.70 69.50 55.40 56.30 60.80 63.10 70.70 55.80 57.90 61.90 

HSNet [22] 64.30 70.70 60.30 60.50 63.90 70.30 73.20 67.40 67.10 69.50 

DCP [23] 63.81 70.54 61.16 55.69 62.80 67.19 73.15 66.39 64.48 67.80 

DAM [26] 67.30 72.00 62.40 59.90 65.40 73.60 74.60 69.90 67.20 71.30 

ABCNet [27] 68.80 73.40 62.30 59.50 66.00 71.70 74.20 65.40 67.00 69.60 

BAM [25] 68.97 73.59 67.55 61.13 67.81 70.59 75.05 70.79 67.20 70.91 

ours 70.03 74.24 68.30 60.92 68.37 71.03 75.35 70.82 67.16 71.09 
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Table 2. Comparison of mIoU performance on the COCO-20i dataset 
表 2. COCO-20i 数据集上 mIoU 指标性能对比 

骨干网络
ResNet50 

方法 
1-shot 5-shot 

50 51 52 53 mean 50 51 52 53 mean 

PPNet [21] 28.09 30.84 29.49 27.70 29.03 38.97 40.81 37.07 37.28 38.53 

PFENet [9] 36.50 38.60 34.50 33.80 35.80 36.50 43.30 37.80 38.40 39.00 

HSNet [22] 36.30 43.10 38.70 38.70 39.20 43.30 51.30 48.20 45.00 46.90 

DCP [23] 40.89 43.77 42.60 38.29 41.39 45.82 49.66 43.69 46.62 46.48 

DPCN [24] 42.00 47.00 43.20 39.70 43.00 46.00 54.90 50.80 47.40 49.80 

DAM [26] 39.80 41.00 40.10 40.70 40.40 50.10 51.00 50.40 49.60 50.30 

ABCNet [27] 42.30 46.20 46.00 42.00 44.10 45.50 51.70 52.60 46.40 49.10 

BAM [25] 43.41 50.59 47.49 43.42 46.23 49.26 54.20 51.63 49.55 51.16 

ours 44.32 49.36 47.80 43.14 46.15 47.10 54.30 51.59 49.42 50.60 

5.3. 消融实验 

为系统分析本文各关键模块对模型性能的影响，我们在 PASCAL-5i 数据集上开展了消融实验，并采

用 1-shot 设置进行评估。所有实验均遵循标准的四折交叉验证协议，即分别在四个 flod 上进行测试，最

终性能指标取结果的平均值。实验结果如表 3 所示。 
具体而言，我们在基线模型的基础上逐步引入类别级文本语义、自适应文本特征聚合策略以及文本

引导的原型特征调制模块，以验证各组成部分的有效性。首先，仅引入类别级文本语义先验即可带来一

定的性能提升，表明高层文本语义能够为小样本语义分割提供有效的类别补充信息。然而，在未对多条

文本描述进行筛选与加权的情况下，其性能增益相对有限。在此基础上，进一步引入基于相似度的文本

特征自适应聚合机制后，模型性能得到持续提升，说明通过结合支持原型对多条文本描述进行动态加权，

有助于突出与当前实例更加相关的语义信息，从而减轻文本冗余对模型判别能力的影响。相比之下，引

入文本引导的原型特征线性调制模块能够带来更为明显的性能提升，验证了将文本语义以尺度与偏置参

数的形式显式作用于视觉原型，在增强原型判别性、抑制无关语义干扰方面具有更直接且有效的作用。 
当上述模块联合使用时，模型在 1-shot 场景下取得了最优性能，表明类别文本建模、自适应语义聚

合与原型特征调制在功能上具有良好的互补性，共同提升了模型在少样本条件下的分割性能与泛化能力。 
 
Table 3. Ablation study results of different modules 
表 3. 各模块消融实验结果 

类别文本先验 文本特征自适应聚合 原型特征调制 mIoU 

   67.81 

√   67.94 

√ √  68.08 

√  √ 68.17 

√ √ √ 68.37 
 

为分析类别文本描述数量对模型性能的影响，我们在 PASCAL-5i 数据集的 fold-2 划分下，对不同文

本描述数量 N 进行了消融实验，结果如表 4 所示。可以观察到，当 N = 5 或 10 时，模型性能相对受限，

https://doi.org/10.12677/csa.2026.162063


庞云帆 
 

 

DOI: 10.12677/csa.2026.162063 345 计算机科学与应用 
 

表明少量文本描述难以充分覆盖类别的多样化语义属性，所提供的类别级语义先验仍然较为有限。随着

文本描述数量的增加，模型性能逐步提升，并在 N = 20 时达到最优，说明适量且互补的文本描述有助于

构建更加稳定、具有判别性的类别语义表示。 
当进一步增大文本描述数量至 N = 50 时，性能提升趋于饱和。这一现象可能是由于过多文本描述引

入了较强的语义冗余与文本同质化，使得自适应聚合模块在筛选关键信息时面临更高的建模难度，从而

限制了有效语义的进一步利用。 
 
Table 4. Effect of the number of different text descriptions on model performance 
表 4. 不同文本描述数量对模型性能的影响 

文本描述数量 N mIoU 

5 67.94 

10 68.17 

20 68.30 

50 68.23 

5.4. 可视化 

本小节通过可视化结果对模型的分割行为进行定性分析，具体结果如图 3 所示。其中，第(a)行展示

支持集图像及其对应的掩码，第(b)行为查询图像及其真实掩码，第(c)行给出了基线模型 BAM [25]的分割

结果，第(d)行为本文方法的分割结果。可以观察到，相比基线方法，本文方法在目标边界刻画和背景干

扰抑制方面表现出更为明显的优势。 
 

 
Figure 3. Diagram of visualization results 
图 3. 可视化结果展示 

6. 结论 

本文针对小样本语义分割中支持样本有限导致的原型表达不稳定问题，提出了一种基于文本引导的

原型特征调制方法，通过自适应聚合类别级文本语义实现对支持原型的动态调制，从而提升模型的类别

判别能力；未来将进一步探索更灵活的文本建模策略及其在复杂场景和其他密集预测任务中的应用。 
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