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摘  要 

文本行人重识别(Text-based Person Re-Identification, TextReID)旨在根据自然语言描述在大规模行人

图像库中检索对应个体，在智能安防等场景中具有重要应用价值。近年来，大规模的图文预训练模型(如：

Contrastive Language-Image Pre-Training, CLIP)被广泛迁移到该任务中，然而CLIP默认采用的实例级

对比学习目标与行人重识别数据的真实分布存在结构性错配，同时文本侧对行人属性语义建模不足，导

致检索性能不稳定、泛化能力受限。针对上述问题，本文提出一种结构感知CLIP适配框架，从目标空间

与语义空间两个层面对CLIP进行结构性修正。具体地，提出身份感知对齐损失(Identity-Aware Align-
ment, IAA)，将实例级图文对齐提升为身份级分布对齐，避免同一身份样本被误判为负样本；同时提出

属性感知掩码建模(Attribute-Aware Masked Modeling, AAMM)，在文本编码阶段重点建模与行人属性

相关的词汇语义，增强判别性文本表征。在多个公开数据集上的实验结果表明，我们的方法在Rank-1、
mAP等指标上均显著优于现有方法，验证了所提框架的有效性与泛化能力。 
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Abstract 
Text-based Person Re-Identification (TextReID) aims to retrieve corresponding pedestrian images 
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from large-scale galleries based on natural language descriptions and plays an important role in 
intelligent surveillance. Recently, CLIP has been widely adopted for this task; however, its instance-
level contrastive objective mismatches the true data distribution where multiple images and texts 
correspond to the same identity. Meanwhile, insufficient modeling of attribute-related semantics in 
textual descriptions further limits its discriminative capability. To address these issues, we propose 
a structure-aware CLIP adaptation framework that corrects the structural mismatches from both 
objective and semantic perspectives. Specifically, we introduce an Identity-Aware Alignment (IAA) 
loss to align identity-level distributions instead of individual instances, preventing same-identity 
samples from being mistakenly treated as negatives. Moreover, an Attribute-Aware Masked Model-
ing (AAMM) module is designed to emphasize attribute-related tokens during text encoding, thereby 
enhancing discriminative textual representations. Extensive experiments on multiple public bench-
marks demonstrate that the proposed method significantly outperforms existing approaches in 
terms of Rank-1 and mAP, validating its effectiveness and generalization ability. 
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1. 引言 

文本检索行人(Text-based Person Re-Identification, TextReID)是多模态检索领域的一个重要研究分支，

其核心目标是根据自然语言描述，从大规模非特定摄像头的图像数据库中识别并检索出目标行人[1]。相

比于传统的基于图像的行人重识别，文本描述在实际场景中更具易得性，且能够涵盖图像中难以表达的

抽象属性信息。随着深度学习和视觉–语言预训练(Vision-Language Pre-training, VLP)技术的飞速发展，

以 CLIP [2]为代表的大规模跨模态对比学习模型被广泛应用于该任务中，极大地提升了图像与文本在统

一嵌入空间中的对齐效果。然而，直接将通用领域的预训练模型迁移至细粒度的文本行人重识别场景时，

依然面临着结构性错配导致的性能瓶颈。 
现有的 TextReID 方法主要沿用 CLIP 的实例级图文对比学习目标，其基本假设是每一图像文本对在

特征空间中具有唯一的对应关系。但在真实的重识别数据分布中，同一行人身份(Identity)往往对应多张视

角各异的图像以及多段描述侧重不同的文本。这种实例级对齐目标忽略了行人标签的先验信息，强制将

属于同一身份的不同样本对视为负样本进行推开。这种处理方式不仅破坏了特征空间的类内紧致性，导

致身份表征在空间分布上产生“撕裂”，也限制了模型在处理跨摄像头视角变换时的泛化能力。此外，

通用模型在语义建模阶段通常采用统一的掩码策略，未能充分考虑行人重识别任务中关键属性词汇(如衣

着颜色、随身物品等)的判别权重，使得核心语义线索容易被背景噪声稀释。 
针对上述挑战，本文提出一种基于身份与属性感知对齐的文本检索行人框架，旨在从目标空间与语

义建模两个层面实现对预训练模型的结构性修正。在目标空间层面，本文提出身份感知对齐(Identity-
Aware Alignment, IAA)模块，利用身份标签引导模型从实例级对齐提升至身份级分布对齐，有效地确保

了同一身份样本在嵌入空间中的内聚性。在语义建模层面，本文设计了属性感知掩码建模(Attribute-Aware 
Masked Modeling, AAMM)模块，通过显著性引导机制强化模型对行人属性相关词汇的感知能力，增强了

文本表征的判别力。本文的研究工作不仅为处理跨模态细粒度对齐提供了新的思路，也通过大量的实验
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验证了所提方法在复杂检索场景下的有效性。 
本文的主要贡献可以概括为以下三个方面： 
1) 提出了身份感知对齐(IAA)模块。通过引入行人身份标签作为先验引导，将模型从传统的实例级图

文对齐提升至身份级分布对齐，有效地确保了同一身份样本在联合嵌入空间中的紧致性，缓解了跨模态

匹配中的冲突问题。 
2) 设计了属性感知掩码建模(AAMM)模块。该模块通过显著性引导机制，在文本编码过程中重点挖

掘并强化与行人关键属性相关的词汇语义，显著增强了文本特征在细粒度检索任务中的判别能力，使模

型能够更精准地捕捉身份相关的关键线索。 
3) 在多个公开的文本检索行人基准数据集上进行了详尽的实验分析与消融研究。实验结果表明，本

文提出的方法在 Rank-1 与 mAP 等核心评价指标上均优于现有的先进算法。 

2. 相关工作 

2.1. 基于文本的行人检索 

基于文本的行人检索(Text-based Person Re-Identification)最早由 Li 等人[1]提出，旨在通过自然语言

描述在大规模候选库中检索特定行人目标。早期的研究工作[1] [3] [4]主要聚焦于跨模态特征的共用嵌入

空间构建，利用 VGG [5]和 LSTM [6]分别提取图文特征，并配合交叉熵损失或三元组损失进行端到端对

齐。为了挖掘行人表征中的细粒度线索，后续研究者引入了人体关键点检测、语义分割以及属性识别等

外部辅助任务，通过显式地建立局部图像区域与文本实体之间的对应关系，显著提升了模型对复杂场景

的适应能力。然而，此类局部对齐方法往往依赖于繁重的计算开销，且在处理低质量图像或描述模糊时

表现出较差的鲁棒性。 
随着大规模视觉–语言预训练模型的兴起，利用 CLIP [2]的强泛化能力来实现高效的跨模态对齐成

为当前的主流研究方向。例如，Han 等人[7]利用动量对比学习框架迁移 CLIP 的先验知识，Yan 等人[8]
则通过挖掘细粒度信息进一步增强了 CLIP 的表征能力。然而，现有工作大多忽略了 TextReID 数据的特

殊分布属性。在通用图文检索任务中，通常假设每个图文对构成唯一的实例级映射，但在行人重识别场

景下，同一行人身份(Identity)往往对应多视角图像与多段文本描述。直接应用实例级对比学习目标会忽略

身份标签的关联性，导致模型难以学习到稳定的身份级特征表征。 

2.2. 跨模态预训练模型 

视觉–语言预训练模型旨在通过海量图文对数据学习具有强迁移能力的特征表示。根据交互机制的

不同，现有的 VLP 模型主要分为单流架构与双流架构。单流模型通过跨模态 Transformer [9]实现深度语

义交互，虽然在理解任务中表现卓越，但其高昂的在线计算成本限制了其在实时检索场景中的应用。以

CLIP [2]和 ALIGN [10]为代表的双流模型则通过独立的特征编码器实现了离线特征计算，凭借极高的检

索效率成为大规模行人重识别任务的首选架构。 
尽管双流 VLP 模型在宏观语义对齐方面表现出色，但其在 TextReID 这类对判别性要求极高的任务

中仍表现出一定的局限性。一方面，通用的实例级对齐目标难以刻画行人身份的层次化特征；另一方面，

通用的掩码语言建模[11]策略未能针对行人属性词汇进行偏置。在行人描述中，诸如服装颜色、配饰类型

等判别性语义词汇在身份识别中起着决定性作用，而随机掩码机制会导致这些核心线索被背景语义所稀

释。目前，虽然已有部分工作尝试对 CLIP 进行微调，但如何针对行人任务特有的“属性敏感性”进行结

构化语义增强，仍是一个尚未被充分解决的开放性课题。 
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3. 方法 

3.1. 框架概述 

本文提出一种基于身份与属性感知对齐的文本检索行人方法，其总体框架如图 1所示。该框架以 CLIP
双编码器为基础，分别对图像与文本进行特征编码，并在保持 CLIP 原有预训练能力的同时，引入两个结

构修正模块：属性感知掩码建模模块(Attribute-Aware Masked Modeling, AAMM)与身份感知对齐模块

(Identity-Aware Alignment, IAA)。AAMM 模块从语义空间角度强化文本属性语义建模，IAA 模块从目标

空间角度修正实例级对比学习的结构性错配，两者协同提升跨模态身份级检索性能。 
 

 
Figure 1. Overall of our proposed framework 
图 1. 总体框架图 

3.2. 属性感知掩码 

3.2.1. 动机 
现有掩码语言模型采用均匀随机掩码策略，忽略了行人属性词汇在身份判别中的重要性。为增强文

本表征的判别能力，本文提出属性感知掩码建模模块，在掩码阶段对与行人属性相关的词汇赋予更高的

掩码概率，从而引导模型重点学习关键属性语义。 

3.2.2. 属性感知掩码策略 
首先构建行人属性词汇集 A，包含服饰颜色、服装类型、携带物等关键属性词汇。在掩码过程中，对

于输入文本中的 token iw ，其被掩码的概率定义为： 

( )
,

 
,

a i
mask i a o

o i

p w A
P w p p

p w A
∈

= > ∉
                              (1) 

3.2.3. 门控交叉注意力 
为在掩码属性词的语义恢复过程中引入视觉引导信息，同时避免视觉噪声对原始文本结构的过度干

扰，本文引入了一种门控交叉注意力层，用于实现跨模态语义的自适应融合。模型结构如图 2 所示。设

掩码文本特征为 N L DQ × ×∈ ，图像特征为 , vN L DK V × ×∈ 。 
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(1) 跨模态注意力建模 
首先采用标准多头交叉注意力建模文本 token 与视觉区域之间的对应关系： 

( ) ( ) ( )( )attn , ,t i iX MHA LN Q LN K LN V=                           (2) 

该操作为每个文本 token 生成视觉感知的语义增强表示。 
(2) 门控残差融合机制 
为在引入视觉语义的同时保持原始文本语义稳定性，本文引入门控融合算子： 

[ ]( )attn ;gG W X Qσ=                                    (3) 

( )attn 1F G X G Q= + −                                  (4) 

其中 ( )·σ 为 Sigmoid 激活函数，表示逐元素乘法。该门控机制使模型能够根据当前 token 的语义置信度，

自适应调节视觉语义注入强度，从而避免无关视觉区域对属性语义恢复造成干扰。得到的融合特征F 进一步

输入跨模态编码器进行语义重整，随后通过 MLM 预测头恢复被掩码词汇，并采用交叉熵损失进行优化： 

( )log |AAMM iL P w F= −∑                                  (5) 

 

 
Figure 2. Architecture of the attribute-aware mask module 
图 2. 属性感知掩码模块结构图 

 
AAMM 模块仅在训练阶段引入，用于在视觉信息的引导下优化文本编码器的表示能力；在推理阶段，

该模块被完全移除，仅保留文本编码器进行特征提取，因此不会引入任何额外的计算开销。尽管 AAMM
模块在推理阶段不参与计算，但其在训练阶段通过跨模态注意力机制直接作用于文本编码器的中间特征，

使文本编码器在参数更新过程中显式地感知视觉属性信息。 

3.3. 身份感知对齐 

3.3.1. 动机 
CLIP 默认采用实例级图文对比学习目标，将每一个图像文本对视为相互独立的类别。然而，在
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TextReID 任务中，同一行人身份通常对应多张图像及多条文本描述，实例级对齐策略会将同一身份下的

其他样本错误地视为负样本，从而导致类内特征分布被撕裂，降低跨模态检索的稳定性与鲁棒性。针对

上述问题，本文提出身份感知对齐模块(Identity-Aware Alignment, IAA)，旨在将传统的实例级对齐提升为

身份级分布对齐。与 Triplet Loss 和 Circle Loss 等主要在实例层面约束样本距离关系的损失函数不同，

IAA 损失从身份分布的角度出发，显式建模同一身份下多文本–多图像之间的相似度分布一致性。此外，

相比于基于硬间隔约束的损失形式，KL 散度能够提供更加平滑且稳定的优化目标，这一特性在微调大规

模预训练模型(如 CLIP)时尤为重要，有助于在增强身份判别能力的同时保持原有语义空间结构的稳定性。

因此，IAA 损失并非用于替代 CLIP 原有的实例级对比学习目标，而是作为一种身份感知的正则项，与实

例级对齐目标形成互补，共同促进跨模态特征的有效对齐。 

3.3.2. 身份感知目标分布 
设一个 batch 中包含 B 个图像文本对，其全局特征分别为{ }1, , Bi i 与{ }1, , Bt t ，对应身份标签为

{ }1, , Bpid pid 。 
图文相似度矩阵定义为： 

i j
ij

i t
S

τ
=



                                       (6) 

对于第 i 个图像样本，构造其身份感知目标分布： 

1,
, ,

0,
ij i j

i j

i j
Q pid pid i j

pid pid
α
 =
= = ≠
 ≠

                               (7) 

并进行归一化： 

i
i

ijj

QQ
Q

=
∑

                                       (8) 

3.3.3. 自适应权重 α 
为缓解 batch 内身份样本数量不均衡对分布建模的影响，本文引入自适应权重： 

1
k

α =                                         (9) 

其中 k 表示 batch 中每个身份的平均样本数。 

3.3.4. 损失函数 
预测分布定义为： 

( )Softmaxij ijP S=                                    (10) 

采用双向 KL 散度作为优化目标： 

( ) ( )1
IAA i i i i

i
L KL Q P KL Q P

B
= +∑ 

 



                           (11) 

最终训练目标为： 

total IAA MLML L Lλ= +                                   (12) 

其中 λ 为权重系数。 

https://doi.org/10.12677/csa.2026.162064


詹光辉 
 

 

DOI: 10.12677/csa.2026.162064 354 计算机科学与应用 
 

4. 实验 

4.1. 数据集与实验设置 

我们使用 CUHK-PEDES [1]和 ICFG-PEDES [17]数据集来评估模型。CUHK-PEDES 是首个专门用于

行人文本检索的数据集，包含 13,003 个身份，共 40,206 张图像和 80,412 条文本描述。按照官方划分，训

练集包含 11,003 个身份，对应 34,054 张图像和 68,108 条文本描述；验证集和测试集分别包含 3078 和

3074 张图像，以及 6158 和 6156 条文本描述，每个子集均包含 1000 个身份。ICFG-PEDES 包含 4102 个

身份，共 54,522 张图像，每张图像对应一条文本描述。数据集按照官方划分，训练集包含 3102 个身份对

应的 34,674 对图文，测试集包含剩余 1000 个身份对应的 19,848 对图文。为了评估模型性能，我们采用

标准的 Recall-K (Rank-K)指标。Rank-1 表示每条查询文本在测试集中第 1 位返回正确匹配图像的比例。

Rank-5 和 Rank-10 分别表示正确匹配图像出现在前 5 或前 10 位的比例。此外，我们还计算平均精度均值

(mean Average Precision, mAP)，即所有查询的平均 AP，用于衡量整体检索效果。 

4.2. 实验细节 

模型训练使用 Adam 优化器，初始学习率设为 1e−5，batch size 为 16，训练 50 个 epoch，实验在单

卡 NVIDIA RTX 3070 GPU 上完成。 

4.3. 实验结果 

表 1 展示和表 2 分别展示了我们的模型在 CUHK-PEDES 和 ICFG-PEDES 数据集上的实验结果。结

果表明，我们所提出的属性感知跨模态特征增强框架取得了优异的结果，在数据集 CUHK-PEDES 上的

Rank-1 准确率达到了 70.97%的，比 CLIP 直接微调提升了 2.78 个百分点，在数据集 ICFG-PEDES 上的

Rank-1 准确率达到了 59.97%的，比 CLIP 微调的方法提升了 3.23 个百分点。这验证了我们提出的方法在

捕捉行人细粒度属性和增强跨模态对齐能力上的有效性。 
 
Table 1. Experimental results on the CUHK-PEDES dataset 
表 1. 在 CUHK-PEDES 数据集上的实验结果 

Method Ref Rank-1 Rank-5 Rank-10 mAP 
CMPM/C [12] ECCV18 49.37 - 79.27 - 
TIMAM [13] ICCV19 54.51 77.56 79.27 - 
ViTAA [14] ECCV20 54.92 75.18 82.90 51.60 
NAFS [15] arXiv21 59.36 79.13 86.00 54.07 
DSSL [16] MM21 59.98 80.41 87.56 - 
SSAN [17] arXiv21 61.37 80.15 86.73 - 

ISANet [18] arXiv22 63.92 82.15 87.69 - 
LBUL [19] LBUL 64.04 82.66 87.22 - 
SAF [20] ICASSP22 64.13 82.62 88.40 - 

TIPCB [21] Neuro22 64.26 83.19 89.10 - 
IVT [22] ECCVW22 65.59 83.11 89.21 - 
CFine [8] arXiv22 69.57 85.93 91.15 - 

CSKT [23] ICASSP24 69.70 86.92 91.80 62.74 
PGA [24] ICASSP25 69.44 87.03 92.88 62.83 

Baseline (CLIP) - 68.19 86.47 91.47 61.12 
Ours - 70.97 88.17 92.54 63.10 
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Table 2. Experimental results on the ICFG-PEDES dataset 
表 2. 在 ICFG-PEDES 数据集上的实验结果 

Method Rank-1 Rank-5 Rank-10 mAP 

CMPM/C [12] 43.51 65.44 74.26 - 

ViTAA [14] 50.98 68.79 75.78 - 

SSAN [17] 54.23 72.63 79.53 - 

IVT [22] 56.04 73.60 80.22 - 

ISANet [18] 57.73 75.42 81.72 - 

CFine [8] 60.83 76.55 82.42 - 

CSKT [23] 58.90 77.31 83.56 33.87 

PGA [24] 58.10 76.95 84.06 32.58 

Baseline (CLIP) 56.74 75.72 82.26 31.84 

Ours 59.97 78.06 84.33 34.54 

4.4. 消融实验 

为了分析各模块对整体性能的贡献，我们在 CUHK-PEDES 数据集上进行了消融实验。实验结果见表

3，结果表明加入属性感知掩码建模模块后，Rank-1 从 68.17%提升到了 70.28%，说明属性感知掩码对文

本编码器属性语义学习至关重要。加上身份感知对齐模块后，Rank-1 提升到了 68.81%，表明身份感知对

齐能够显著提升图像–文本跨模态对齐性能。同时加入两者后，Rank-1 提升到了 70.97%，验证了两者组

合的互补性和整体框架设计的有效性。 
 
Table 3. Ablation experiment on CUHK-PEDES dataset 
表 3. 在数据集 CUHK-PEDES 上的消融实验 

Method Rank-1 Rank-2 Rank-10 mAP 

CLIP 68.17 86.71 91.58 61.52 

+AAMM 70.28 87.93 92.52 62.76 

+IAA 68.81 87.02 91.76 62.15 

+IAA + AAMM 70.97 88.17 92.54 63.10 

5. 总结 

本文针对 CLIP 在文本行人重识别任务中存在的目标函数与语义建模双重结构性错配问题，提出一

种基于身份与属性感知对齐的文本检索行人方法。该方法从目标空间与语义空间两个层面对 CLIP 进行

结构性修正，设计了身份感知对齐损失与属性感知掩码建模模块，实现了身份级分布对齐与判别性属性

语义建模的协同优化。在多个公开数据集上的实验结果表明，我们所提方法在 Rank-1 与 mAP 等评价指

标上均优于现有主流方法，验证了该框架在跨摄像头检索稳定性与泛化能力方面的优势。该研究为跨模

态预训练模型在细粒度检索任务中的适配提供了一种有效的结构性修正思路。 
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