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Abstract

Text-based Person Re-Identification (TextRelD) aims to retrieve corresponding pedestrian images
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from large-scale galleries based on natural language descriptions and plays an important role in
intelligent surveillance. Recently, CLIP has been widely adopted for this task; however, its instance-
level contrastive objective mismatches the true data distribution where multiple images and texts
correspond to the same identity. Meanwhile, insufficient modeling of attribute-related semantics in
textual descriptions further limits its discriminative capability. To address these issues, we propose
a structure-aware CLIP adaptation framework that corrects the structural mismatches from both
objective and semantic perspectives. Specifically, we introduce an Identity-Aware Alignment (IAA)
loss to align identity-level distributions instead of individual instances, preventing same-identity
samples from being mistakenly treated as negatives. Moreover, an Attribute-Aware Masked Model-
ing (AAMM) module is designed to emphasize attribute-related tokens during text encoding, thereby
enhancing discriminative textual representations. Extensive experiments on multiple public bench-
marks demonstrate that the proposed method significantly outperforms existing approaches in
terms of Rank-1 and mAP, validating its effectiveness and generalization ability.
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1. 518

A Z AT A\ (Text-based Person Re-ldentification, TextRelD) /& £ 1 2k 2% A5k ) — AN B BLAIF 55 73 52,
Hoz O AR RS BTG S R, WA AERR & 1045 Sk 1) BG40 B A Ul IR A 2R H B ARAT A[1]. AH
b TGt 5 T UG AT NER, SCARIRTESL bRy serh s R 531, HAe 8 25 G b e LLRaA 1)
MR B R. BRI - 18 S HIZ:(Vision-Language Pre-training, VLP)F AR Kid Kk &,
PL CLIP [2] AR M KBS B A %t LG 25 SIS |32 B 24T 45, iR T T MR 5 SUARTE S
—HRNZS A R0 SRR . SR, B 0 FH AR TR I SR AL e 28 A0 B (1 SCAAT N RS e
MRORTHI I A 45 46 P G 3 B P R RS

LA 1 TextRelD J5 ik EZEVEH] CLIP R SE ¢ B SCRT b ) H bR, HIEARAR B B — G SCARNAE
RFAIE 2 1) b LA ME— B0 RO 2R o (HLFE B S IR B TR0 B8 20 A i, (6] — 4T A& 47 (Identity) A2 A6 B 22 5K A
B ER DL 2 Bt M S AN R B9 SCA o IX Al S5 20068 55 H A5 2 147 AARERI Je (s 2, s
J& T 5 — F 3 AN R RE AT RN SORE A AT HET o X Rl AL B 7 SN IR 1 HRFAE S (R 28 N B8, &
G P RAAE S M0 AG L= “HnZe” PR T RS 70 AL PR P B A5 Sk AR A B e it R AL RE 0. k4,
I P B AR U SCEAR N BOE R 48— IOFE RS SRS, R A 78 7025 REAT N EAR M55 Hh O B 1t 1V (AR
EP. BEE )R B, A OE LR R DT SO R .

BEXF FORBRER, A SCHRH — P T 5 0 5 J8 MBS0 55 0 SO R BRAT AMESE, B E M H A3 25 0 515
SCHEAR R A J2 T SEBU FUN RAS AL f S5 AP E I o 7F H bR 2S (A2 T, AR SCHE H 5 40 80 56 57 (1 dentity-
Aware Alignment, IAA)EER, R & 3525 5] S M SEBI o -3 T+ & S e A xf 55, A ROhrf 7
T Al — SR REARTE N 23 ) ) SR P o TEE SCESEZE T, ASCBETT T8 PR R A HE Y 245 (Attribute-Aware
Masked Modeling, AAMM)BEE, i3 i 35 14 51 S AL R AR AU AT N & T AR DGRV R IR AN R 7, 1958 1
SCARRAERIAIN JT o ARSI T AR A g b PR 5 RS AHRL FEE o S 44t 1 ) SR, tRd s oK & 1 se e
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ARSI A EE TR AT LS O AR =AM J7 i -

1) $EH T SRR T (IAA) B G5 5 AT N B bR A e B 51 5 R A A A% 4 11 S 1l 2% P
SO FHRTE B B iy o Akt 55, ARG IR TR S AR A AR S RN A ] P R B, SRR T SRS
D E F F e 5% [

2) Bt 7R B (AAMM) B . ZAHGE I B S L], RSO R
JE PR AT AR R PEARSC RS 3, S M98 7 SCRRHEAE AR BEAG 2 AR 55 T IR BE 7T AR
RIRE S SRS HE AR A B A SR B R B R

3) X NRITISCAIEZRAT NI HER R 4 FbAT T VRIS o i S R 7T . Sedeaf RRW], A
SCHR I JTVELE Rank-1 5 mAP SEAZ I 4R Fr L0 T I RO Se k502

2. XTI
2.1 BEFXXBITAER

R T A RAT A Z (Text-based Person Re-ldentification)fix 7 /1 Li 25 A[1]38 4, BE®ETHRIES
FIRTE R AL A R R AT N Hbw o F B0 TAE[L] [3] [4] 3 ZERAE T IS BASFRAE 3L AR
AR EE, FIFH VGG [5]A1 LSTM [6]73 Al HRHE SCHRFAE,  FFRC& 28 X4 2% B = 70 4H 451 2R 3R AT Sy 3] 3 Xof
o AT AT NRIER AR ELR R, JaEH a5 T NS RO 15 S 31 DA S8 14 R0 55
AN AR BT S5, e i A S R R XIS SOAR SR TR R R OG 2R, EE AR T TR B 2k b
(IE N RE JT o AR, SR 55 7 VAR AR M T S S A ST, FLE A B 0 i (AR B A AR B
IR Z R EBNE,

B KBS — 15 = T2 AL N4EE, R CLIP [2]F5RIZ b B 71 K S B i R0 FAD 5 A 285 %o 55 Bl
T R T . B, Han S [7IRIRZhE XS b SIHESGE S CLIP 2850518, Yan 55 A[8]
DUV IE I 2 i 2O B A St — 2P M58 [ CLIP HIRAERE J1. SRT, A LAEKZ ZHg | TextRelD ¥ )%r
RO JE I . AR B SO B AT S5, 30 R BB A I SO0 ) M — 1R SE A R afE, ABAEAT N R 7
N [J—47 N S 3 (1dentity) (1430 B 2 A BHER 5 2 BOUARIA « B3N SR 4ot B2 = H br2x 2%
S PRI RN, 3 BUR R ME DL =) BRS80S A0 SURFIESRAE

2.2. BIEESMINGER

WD - V8 & TR 8 B TR 8 i P SO 350 2% 2] LA BRI RS e /TR IE R R o AR 22 EL AL )
AN, B ) VP R 3 B0 N R AR S XU A . PRI I I BE A AS Transformer [9]SRBLER G
N H., BESR{EHRAT S PRI, (A 8 LT B A IR $1 T AR R sh N H . B
CLIP [2]F1 ALIGN [10] AR 1 UL 70 DU 38 o 3t 57 (R R AL S A 2% S B 1 B AR b5, SE A A
BRI KIREAT N R BT 55 1 1 IR 2844

JUE QUL VLP REBIAE 22 WS SO 55 5 TR B €, {HILAE TextRelD 3 R J4) i) 14 LR e 1 55
AR — KRBk — 7T, 38 S o0t 55 H AR e DL EAT N B 03 1R DALREE s 55— 7T,
I D E S AR [ L1 SR R B AT T N R MR T B . AT AR, RS Bl iR
S ) 1 SCRITEAE S 4 U000 2 4 e MR, I Bl LA R AL i 2 5 30X LA O R R A 1 o1l ST
o HAT, BIRCH TS TAEZAN CLIP #HATHOM, (HAnflEt 347 NMESFEA 1) “ B YEBURE” #1745
R SCHET8, AT — AN 1 AR 78 23 R ) SOV DR AR
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3. &
3.1. HEZRBHR

A SCHEH —FhHE T B 13 5 S8 PR DN S I SCAAT R AT N7, FURRHESE an ] 1 BfrR o iZAE 42 L, CLIP
WA AL, 23 RS SOR AT RHAE RIS, JEELRRE CLIP A Tl ZRae Sy [F e, 51 NHAN25
Fafs IR b . Ja8 b J o 48 A 28 A e (Adttribute-Aware Masked Modeling, AAMM) -5 5 43 J8 0w 55 4 e
(Identity-Aware Alignment, 1AA). AAMM HEC T U7 (8] £ B S AL SCAS IR PETE SCEEIE,  IAA BN H bR
5 B A EAS DB S G00F LU ST IO S5 R VR AR TEC . T 2 P[RSR IS S &t ks R e
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Figure 1. Overall of our proposed framework
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LA RIS 5 BUR A Y STRENLAERD SN, S AT N R YRR AE B 6 P O B 2k . 99T
AFRALHIHIRRE ST, ASSCHE & PRI FIHE RS A e, AEHERS Y BOW 5 4T N AR 5< B3Rl L - B e )
FERSREAR, AT 5] AR E s 3] OB P L

3.2.2. RIMERAERD SRR
HARAEAT BRI A, SSRGS BESRA P S ot s M. fEsErd i fE s, X
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(1) ESEEASTER S
TSR bR AE 22 S48 X AR SO AR token 540 X 382 AT PR R SG &R «
X = MHA(LN, (Q), LN; (K),LN; (V) )

ZERE RN S token A AN LIRS I 5RO .
(2) I'4EERZE R L]
NAE B N SR R KRR UG SCARTE SR e Mk, AR SCBINT 1R 57
G =0 (W, [X,:Q]) ©))
F=GOX,u+(1-G)OQ 4
Hrhi o () M Sigmoid WIEEREL, © FRIBETLEIE. AT YRR AEBEARYE 24 BT token O3 SLEIEE,
T IS A AL SRR NBIRE , WTTT8E S TE AL (X S0t i S 3 e T3t 5 B RB AR E F 33—
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Figure 2. Architecture of the attribute-aware mask module

Bl 2. BMRAERDRIRE 1 E

AAMM BEBAAE DRI BESIN, I TAERL (S B 515 N AL SOA S % 25 1O 7R BE 15 AEHERERT BL,
IR SRR RR, (IR B SO SR AT RFAEAR B, AN SIME RSN I . /S AAMM
BERAEAE RN BOANS 515, (AR N SRR B i e A A5V 3 L B A T SO G A 45 ) o RVRFAE
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3.3. BpREHEIFTST

3.3.1. ZhH
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TextRelD f£55H1,  [E—4T N B 30 5 %F 87 2 5k UG I 22 56 SOARRE IR, SA9) o0t 55 3R mg 24 [/ — S R I
FAMFEAR RN FFEAR, NI FECEAFE D MR, RS ESR R EE S &k, Xt
IR AR, A SCHR B BN TR (1dentity-Aware Alignment, IAA), & 7R St i S 26 3R TH A
B A Xt 55, 5 Triplet Loss Al Circle Loss 4% =5 2 7E S5 /2 1H 20 R FE A B 8558 R A0 R B EUAN ]
IAA 535 N B 3 Al (R BEH R, R U Rl — Br i T 2 30 - 2 U IR ARBLRE 73 A — Bk . k4t
FHEC T2 T RE R B 20 R 8 e T 20, KL B Re g S A BE 0P AR ARk Hbs, X —ReMEAE LR R
BT ZRA5E 8 (an CLIP) I Ji y E 22, A5 Bl 75 38 58 B 47 1 73 B8 717 11 [ B (R AR Ji A5 4 S ] 54 [ A e 1k
K, IAA R IR T 848 CLIP JEA A Sl o0t L 2% ST B bR, A2 1E A —Fh B A g IE 300, 5 52
Bt 55 B AR CEAN, 3 R i 5 AR AR A 1) 2800 55 -

332 FBRHMBESH

B4 batch L B AMEGSCAR, HAREEES A (i, ig) 5 (Gt} > XS B hREE
{pidy, -, pidg} -

FEISCRRLMEE iR 5 S

g = (6)

XEFER AN ERREAS, Hyie e B0 BN H AR A

L oi=j
Q;=1a, pid;=pid, i=j U]
0, pid; = pid,
FEHEAT IR — 1L
- Q
A=5g ®

3.3.3. BERNE «
NZESR batch A B 7 REASEL B AN K M 06 o0 A EAR I S0, A ST SN & N AU -

1
x= )
Forbrk %R batch HEEAS By RSP I RE AL
3.3.4. HKREH
TN 73 A € A :
P, = Softmax ;) (10)
KHIAE) KL B AR AL H br
1 3 3 T
MM=EZKWQHR%K4QHR) (11)
AN B IRA:
Lo = Liaa + ALwim (12)

Ho A RUE R K
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4. SEEE
41 BI|ESIUWRE

FAMEH CUHK-PEDES [1]41 ICFG-PEDES [17]1## Sk -l . CUHK-PEDES £ B ™% T1H T
TN R MBS, 4 13,003 31, I 40,206 5K {51 80,412 4 SCAM A . 1w 7 Rl4r, I
ZREEALE 11,003 N EAr, XN 34,054 5KEIE AT 68,108 45U A A IRAESE MR B 5 3078 A
3074 iKIEME, LLK 6158 Al 6156 25 UASIA, FFASTHLM 7 1000 4~ £ . ICFG-PEDES 1,75 4102 1
By, 454,522 5k MR, A5 UG R — 2 SOARTTIA . BOREL IR E T RI5r, IGREME 3102 M H Xt
MYy 34,674 X ESC, MREE L IR 1000 AN S 4y Xf Bif1) 19,848 Xt SC. N T AR RE, FRATR A
FrER) Recall-K (Rank-K)f&#r. Rank-1 FnRF 26 AW SCARZEMRRAE 28 1 73R [A] 1IE A VT e B 1 L A3
Rank-5 A1 Rank-10 43 5l & 7R IE G VG AT PG HBLAE BT 5 BUAT 10 AEAER . Ak, FRATETHESF Bk B ¥
(mean Average Precision, mAP), RIFTA &)1 AP, H T = AR R8I

4.2. SKIGLRYS

PRSI FH Adam AL, BI62: 21 R BEA 1e-5, batch size 4 16, 1%k 50 4 epoch, SLIG{E
+ NVIDIA RTX 3070 GPU |52 1.

4.3. SKBER

1 RN 2 R ER T RATAIAALAE CUHK-PEDES Al ICFG-PEDES ##i4: Fscib st |, 45
FARI, FRATTATHE 1 a8 P SR e B A R 3 S ME S AR T AR R 45 SR, 7E#E%E CUHK-PEDES L)
Rank-1 #ERfiZIAE] T 70.97%0F, b CLIP BEEROAIET T 2.78 NNE 7, TEAUE4E ICFG-PEDES L[1)
Rank-1 #ERf A F T 59.97%/1), tb CLIP ORI 748 TE T 3.23 ANE 20 o IXIGAE T 3RA TSR H I vEE
FHHRAT N QUL 8 P AN Y i P RS X 55 e ) IR ek

Table 1. Experimental results on the CUHK-PEDES dataset
F 1. 7£ CUHK-PEDES ##E5 FRYSLIG 45 R

Method Ref Rank-1 Rank-5 Rank-10 mAP
CMPM/C [12] ECCV18 49.37 - 79.27
TIMAM [13] ICCV19 54.51 77.56 79.27
VIiTAA [14] ECCV20 54.92 75.18 82.90 51.60
NAFS [15] arXiv21 59.36 79.13 86.00 54.07
DSSL [16] MM21 59.98 80.41 87.56 -
SSAN [17] arXiv21 61.37 80.15 86.73 -
ISANet [18] arXiv22 63.92 82.15 87.69 -
LBUL [19] LBUL 64.04 82.66 87.22 -
SAF [20] ICASSP22 64.13 82.62 88.40 -
TIPCB [21] Neuro22 64.26 83.19 89.10 -
IVT [22] ECCVW22 65.59 83.11 89.21 -
CFine [8] arXiv22 69.57 85.93 91.15
CSKT [23] ICASSP24 69.70 86.92 91.80 62.74
PGA [24] ICASSP25 69.44 87.03 92.88 62.83
Baseline (CLIP) - 68.19 86.47 91.47 61.12
Ours - 70.97 88.17 92.54 63.10
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Table 2. Experimental results on the ICFG-PEDES dataset
Fz 2. 1£ ICFG-PEDES #iR& FAILINLER

Method Rank-1 Rank-5 Rank-10 mAP
CMPM/C [12] 43.51 65.44 74.26
VITAA [14] 50.98 68.79 75.78
SSAN [17] 54.23 72.63 79.53
IVT [22] 56.04 73.60 80.22
ISANet [18] 57.73 75.42 81.72
CFine [8] 60.83 76.55 82.42
CSKT [23] 58.90 77.31 83.56 33.87
PGA [24] 58.10 76.95 84.06 32.58
Baseline (CLIP) 56.74 75.72 82.26 31.84
Ours 59.97 78.06 84.33 34.54

4.4. HRESELE

T ISR S HO ARV B TUER, FRATIAE CUHK-PEDES $¥i4E Fk4T 7 /M RhSZIe . Suh 45 5 W&
3, GERBUIINEME BRI ES, Rank-1 M 68.17%& 5] T 70.28%, i BA J& 1B RIHERD X L
ARGt A JE IR ) BORE L, 0 B R SRS, Rank-1 #2873 T 68.81%, 3 BH B {3 B k%Y
FrREN B E T EUG - SUARPE BT R IR IDANM#E 5, Rank-1 #2727 70.97%, 30iF T M4
B PR EL M R B AAHE 28 95 T A 81

Table 3. Ablation experiment on CUHK-PEDES dataset
7= 3. 7EBE CUHK-PEDES EHUHRASIIE

Method Rank-1 Rank-2 Rank-10 mAP
CLIP 68.17 86.71 91.58 61.52
+AAMM 70.28 87.93 92.52 62.76
+1AA 68.81 87.02 91.76 62.15
+lIAA + AAMM 70.97 88.17 92.54 63.10

5. B&

ASCEERS CLIP AESCAAT N B RBIAE 55 F A7 AE B AR o8 05 1 SCREOOUE S5 4 PERS G iR L, St —
T LT Sy 4y 15 J AR AN 55 I SCAAS BAT N TT o 2T H AR 2 0] 518 U AN E X CLIP #E47
SRPEEIE, BOE T B RN R S JE MR R R R S, SEEL T B A G Ao 5 R A
SRR . 722D AT R AR R RSEIR A RN, JATPHRTTVA(E Rank-1 5 mAP S8 3F 4 fi3
bR EXOCT AT EHTE, Bk TR B SR R AR E Ve S AR A T LS o AT ST AR
TN R L AR 2 AR S5 P RIS RCSR I T — A AU as i MEAZ I K
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