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摘  要 

人工智能，即计算机系统呈现的智力活动，它是一门专门探索、创新并拓宽人类智力的理念、策略、技

巧以及实践体系的科学。作为一种新兴技术，人工智能在互联网、金融、管理、交通和医疗等领域的应

用效果显著，激发了各界研究者浓厚的兴趣。然而，随着人工智能科技的持续进步，人工智能实体与人

类的相似性日益增强，它们所覆盖的人类生活范围也在逐步扩大。确立人工智能实体的法律主体地位，

以及明确人工智能实体的责任划分和承担，这些都是解决由于人工智能的崛起导致的信息科技革命和人

类身份认同的紧迫问题的核心。高度发展的人工智能其行为并不能全然被限定在初始的设计之中，甚至

具有获得超越人造性获得自主意识、形成自发行为的可能性，将其运行中可能产生的损害责任全部归责

于生产者和创造者会在将来的发展中愈发显得不甚合理。在人工智能自主性增强的语境下，赋予其特殊

的法律主体地位是进一步解决其损害归责问题时值得考虑的方法。 
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Abstract 
Artificial intelligence (AI), defined as the intellectual capabilities manifested by computer systems, 
constitutes a scientific discipline dedicated to exploring, innovating, and expanding human cogni-
tive frameworks through conceptual, strategic, and practical approaches. As an emerging technol-
ogy, AI has demonstrated remarkable effectiveness across sectors including internet applications, 
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financial services, management systems, transportation networks, and healthcare, sparking wide-
spread academic interest. However, with continuous technological advancements, AI entities are 
increasingly resembling humans in both form and function, while their operational scope continues 
to expand into broader aspects of human life. Establishing legal entity status for AI and clarifying its 
liability framework have become critical priorities in addressing the dual challenges of information 
technology revolution and human identity recognition brought about by AI’s emergence. The highly 
developed AI’s capabilities now extend far beyond initial design specifications, potentially develop-
ing autonomous consciousness and self-directed behaviors. Imposing liability solely on creators 
and manufacturers for potential damages arising from AI operations appears increasingly unrea-
sonable in the evolving landscape. In light of AI’s growing autonomy, granting it special legal entity 
status emerges as a viable solution to address liability attribution issues. 
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1. 引言 

伴随着科技的持续进步，人工智能的聪明才智、独立思考和创新精神得到了更深层次的增强，这对

现代社会的政策架构、商业方法以及文化领域等都产生了深远的影响。在这场大变革的背景下，法学领

域受到了极大的冲击，传统法学理论受到了极大的影响，其中对法律主体地位理论的冲击最为显著[1]。
马长山学者在文章中表明，当前社会正在经历一场彻底的信息革命，工业经济正在迅速地向信息经济转

变，这包括了人机共处环境下，由于人机协同生产和生活所引发的传统法律中的“理性的人”向信息化

和数据化的“微粒化的人”的转变[2]。在 2017 年，《国务院关于发布新一代人工智能发展计划的通知》

(国发[2017]35 号)明确提出，为了推动人工智能的应用进步，必须解决人工智能的法律地位问题，明确其

权利、义务和责任的具体内容，并为其提供法律制度的保障。对于法理学与各个领域的法学研究，关于

法律主体的地位的讨论始终是重要的，而由于人工智能引发的各种法律难题，最终也会被纳入这个讨论

的范畴。 
人工智能的名称来源于雨果·德·加里斯的著作，1956 年，约翰麦卡锡(John McCarthy)在达特矛斯

会议(Dartmouth Conference)上首次提出了这一观点：“人工智能”，昭示了人工智能领域研究的伊始，时

至今日已经逐渐发展为一个独立的研究分支，无论在理论还是实践上都已形成一个完整的系统。 
人工智能可被分类为三种主要类型：窄域人工智能(Narrow AI)、广域人工智能(General AI)和超级人

工智能(Superintelligent AI)。窄域人工智能，也被称为弱人工智能，主要是为了解决特定任务或者有限的

问题而设计的。它们在某些方面拥有超越人类的学习技巧，但并不具备更广泛的学习能力和常识，也无

法根据各种环境自行运用已经学习过的知识。广域人工智能即强人工智能，指的是和人类具有相当学习

和认知能力的AI，可以执行更复杂的任务，并且在没有预设编程的情况下可以自主学习和应用新的知识，

这类 AI 是目前研究者追求的目标，尚未真实存在社会中。而超人工智能则是一个假定的概念，有着超越

最聪明的人类大脑的智慧，是一种远超人类智慧的存在。 
在中国国际高新技术成果交易会上，“小胖”在没有收到指令的情况下打破了玻璃，对参展者造成
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伤害；Deepmind 公司研制的 AlphaGo 战胜了李世石与柯洁；“微软小冰”发布了诗歌《阳光失去了窗

户》；2017 年，沙特首次展示了被授予公民地位的智能机器人“索菲亚”；一辆自动驾驶的汽车导致了

一名乘客的丧生。在人工智能快速发展的背景下，如何对其造成的损害进行责任划分以及是否应该赋予

其法律主体的地位，已经成为未来人工智能发展的关键议题。 

2. 何为人工智能 

(一) 人工智能的定义 
早在古希腊和埃及的手稿中就提到过“人工智能”的相关术语。希腊神话中的神 Hephaestus 为所有

神制造“智能武器”，他们认为，人工智能的目标是帮助人们实现某种目标，能够自动运行并预先编程

以根据情况采用不同的方式作出对应的反应。而在学科意义上，人工智能是科学的一个分支，它能创建

智能系统——智能指“有生命的个体习得知识或技能、并将其应用于完成任务或逻辑上得出结论的能力”

[3]。所以我们可以将 ai (Artificial Intelligence)这个词汇进行定义，它是以人为核心而展开的，通过模拟人

的学习方式教会自身理论、技术、方法以及实际应用的科学技术。 
“具备智能”是人工智能和常规机械的显著差异，“智能”的核心是它具备独立的学习技巧，这让

“机械”可以转化为“机械人”。这种自主能力来自对海量数据的深度学习、云计算能力与“神经网络”

的模拟构造[4]。神经网络在技术架构上借鉴了人脑的神经系统——氨基酸控制蛋白质的形态和特征，基

因则引导蛋白质的进步路径，这些组件共同组合出一个神经节点。同时，神经节点的布局和化学信息的

交流，也影响着我们的思维和心理进步[4]。人造神经网络的构建源于众多的处理部件通过广泛的联接形

成的，其中的每一个部件都被称为人造神经元。通过模拟人脑的神经结构并结合大数据技术，机器展现

出与人类相似的智慧。利用神经网络技术，人工智能有能力对问题进行深入的学习，从而构建出特定的

逻辑模型，并利用新的知识来修复这些逻辑模型中的缺陷，从而实现类比、模仿乃至完全的自主操作。 
(二) 人工智能的分类 
人工智能的发展阶段可以被划分为三个主要的层次：弱人工智能(ANI)、强人工智能(AGI)以及超人

工智能(ASI) [5]。弱人工智能无法实际地进行逻辑分析和处理问题，缺乏和人类相同的思维和联想技巧，

无法实现真实的智慧，同时也缺乏独立的认知。关于高级的人工智能，一种观点是它们实际上具备逻辑

分析与处理问题的能力，同时，它们也应该具备感知、自主性，具备独立思维，设计出最佳的解决策略，

从而形成属于自身的价值取向与全球视角。强大的人工智能拥有与生命体相似的多种基础属性，例如对

于生活和保障的需要，这在一定程度上被视为一种创新的文化。超级人工智能在所有领域都大大超过了

人的智慧，但目前尚不清楚人工智能是否真的可以进展到这个阶段，就像库兹韦尔在他的著名理论“奇

点理论“中所提出的那样。科技的进步是遵循幂律分布的，初期发展较慢，但随着时间的推移，速度会

逐渐加快，直到达到顶峰，人工智能的发展或许也需要积攒到一个量变临界点。 
(三) 人工智能的自主性与意思自治的根本区别 
讨论是否赋予人工智能法律主体地位的重要原因是人工智能可能发展出的自主性，这种自主性使人

工智能的行为无法被开发者、操控者或所有人等类似的角色预测，仿佛有了自己的“意思自治”。但人

工智能的“自主性”与法律意义上的“意思自治”看似相似，实则存在本质区别。深入辨析这两个概念，

是厘清人工智能法律主体地位的关键前提。 
在法律层面，“意思自治”是法律行为的核心要素，包含内心意图和外部表示两个基本维度，并强

调二者的一致性。意思自治不仅关注行为本身，更关注行为背后的主观状态，这是归责的基础。在法律

行为理论中，意思表示的效力取决于行为人的行为能力、意思表示的真实性、合法性等要件。人工智能

的“自主性”则表现为对环境刺激的程序化回应。当前人工智能的行为“基于概率模型的数据输出或行
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为反馈”，不存在真正的意图形成过程。以智能法律行为为例，其意思表示呈现“复合”特点：既非 AI
自己意思，亦非人类意思镜像，更非开发设计者、制造者、运营者、使用者的单一意思，而是多方意思的

叠加。这种复合性导致传统意思表示理论难以适用，也使得效力要件认定陷入困境。 
在责任承担方面，意思自治主体在基于自由意志作出选择的同时，必须承担相应法律后果。这种责

任能力建立在主体对行为的认知、控制和预见可能性基础上。而人工智能的“自主性”与责任承担是脱

节的，结合我国目前的法律框架和司法实践，人工智能还未被赋予“创作者”的身份，仅作为人类的“工

具的延伸”。也就是说目前 AI 尚未成为法律意义上的主体，其所有的创作后果都由相关人来承担。这种

责任脱节现象在自动驾驶、医疗诊断等高风险领域尤为突出。当人工智能系统通过自主学习产生超出设

计者预见的行为时，其“自主性”反而导致责任归属的困境。具身智能体表现出的环境自适应能力已超

越传统工具被动属性，形成具有涌现特征的行为模式，这种技术特性要求法律框架必须突破简单归责逻

辑。 

3. 人工智能法律主体地位的相关学说 

关于人工智能法律主体地位的观点现主要分为肯定说、否定说和折中说，肯定说中的主要学说为代

理人说、电子人格说、有限人格说和人格拟制说；否定说中主要有工具说、软件代理说、道德能力缺乏

说。 
(一) 法律人格肯定说 
代理人理论主张，人工智能在代理关系中扮演着被代理人和代理人的角色，代理人需要对其行为负

责，被代理人则需要承担最终的责任。该学说承认人工智能在法律关系中的主导地位，将人工智能看作

是独立于其操纵者的主体。在现代社会中，这一理论也得到了法律和实践的支持。《欧盟机器人民事责

任法律规则》第 52 条明确提出了“非人类的代理人”的定义；在俄罗斯的法律体系里，“机器人”和“代

理人”被定义为法律上的人工智能，它们对财产拥有独立的权利，并且有责任对自己的债务负责；《统

一计算机信息交易法》和《统一电子交易法》对电子代理人有明确的定义。依据人工智能与人类的代理

关系，可以确认人工智能拥有主体地位是建立在一定的制度基础上的。由于代理法律的要求，代理者和

受托者必须具备相同的个性，并且受托者有权利自行执行受托者所布置的职责。随着 AI 技术的持续使用

和进步，其表现的核心特质和受托者的确认标准已经在相当大的范围内相符[1]。 
郭少飞学者在文章《“电子人”法律主体论》提出了电子人格说，认为人工智能时代下的人工智能

体，已经具备“电子人”式的法律主体资格，电子人主体拥有的自主性是其本质属性，本身的规范性是

其制度上的属性，在当下的社会中拥有普遍的实践基础和法史基础，理应承认人工智能的电子人主体资

格[6]。支撑“电子人”身份的理论认为，人工智能拥有的法定身份被称作“电子人”。2017 年，欧盟议

会法律事务委员会在其所呈递的有关报告里明确指出，要想给予人工智能一个持久的法律身份，至少需

要对拥有“自主权”的机器人赋予“电子化”的身份，并让它们负有与其行动属性匹配的伤害补偿义务。

“自主性”的含义在于，由人工智能独立做出的决策或者其行为特征与之相似的情况所触发的事件。这

意味着“主体的定义已经超越了生物学上的人，物种差异也不再被视为获取主体地位的法律障碍”[6]。
该理念可以说是较为前卫，为人工智能的长足发展奠定较好的法律概念基础的。 

有限法律人格理论认为，虽然人工智能的核心属性在于工具，但它拥有完全的自我决策权，因此我

们需要对它进行一定的法律身份的定义，并采纳一些专门的法律条款[7]。鉴于对 AI 的执行能力的需求

是有限的，因此，在确定其对损失的赔偿时，我们需要采取专门的法律条款。如果是其创造者是容易识

别的个体的情况，我们可以采取“揭开 AI 面纱”的原则来帮助进行赔偿，也就追溯至人工智能的真正运

营者和制造商。有限人格说并没有将开发商、生产商的责任摒除在外，而是将人工智能纳入法律归责范
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畴，更符合公众的传统法律观念。 
人格拟制理论在赋予人工智能法律主体地位中是具有相当分量的学说，该学说通过模拟制定，赋予

人工智能法律主体地位。彭中礼学者在通过对人工智能从技术语境到能力语境的学理考察后得出了承认

有限度的人工智能主体拟制的结论[8]。吴高臣学者认为法律拟制才是非自然人法律主体的判断基础，人

工智能有潜力成为法律拟制的主体[9]。就像胎儿通过身份拟制的方式可以获得继承和遗嘱的权益保障一

样，对人工智能进行法律拟制，也能够保护物体的权益。然而，在没有相关法律明确规定的情况下，人

工智能的法律主体地位并未被确定在现有的法律框架中。学者杨清望、张磊支持法律人格拟制说的主张，

认为：人工智能有被赋予法律人格的必要性：其一，人工智能已经是一种真实存在的、自主的实体；其

二，人工智能拥有自我决策的技巧和负责任的态度；其三，为了有效地防范和应对人工智能的潜在危害，

我们需要建立其合法的法律身份。其四，为了保护人类的自身权益，人工智能应被赋予法律身份[10]。 
(二) 法律人格否定说 
支持工具说的观点认为，人工智能是一门用于服务人类生产和社会生活的技术，目的是为人类提供

服务，其不能成为法律关系主体，不承认智能机器人具有独立的法律人格。该学说认为，无论人工智能

发展到何种程度，其始终不能做出富有理性、具有道德色彩的判断。由于人工智能的知识与技术来源于

开创者的编写的计算机程序，它并无法主动从外部获得这些信息与技术，因此它缺少一种逻辑推理的才

华，这是一种被用来进行人为操作与管理的设备。尽管“人类智能”的仿真与拓宽型机器人拥有一定的

智慧，然而它们并未拥有人类的精神特质与独特魅力。这就意味着当案件涉及模棱两可需要灵活适用时，

或条约并非一目了然而是具有模糊性时，人工智能无法理性地适用条款，发挥辩证思维能力。然而，该

学说在面对已获得公民资格的机器人以及强人工智能等已出现的超出“工具说”范畴的情况时，具有一

定的局限性。 
道德能力缺乏说将人工智能类比拥有法律主体资格的人类，认为其必须类人具有道德认知能力，才

能具有法律主体资格。而事实上这是对法律主体的认知存在误区，“道德主体肯定是法律主体，但法律

主体却不一定是道德主体”[11]如果在未来的发展中人工智能可能出现“自主意识”，那么道德是否能被

算法归于人工智能的运行系统之中，亦是难以预料，届时大的能力便不再是将其排除在法律主体地位之

外的因素了。 
(三) 法律人格折中说 
折中说认为人工智能在法律资格上不具有完整性，但事实上对人工智能取得法律主体地位是一种积

极的肯定态度，只是虽然在“质”上对其持认可的倾向，对“量”上的缺失仍呈保留态度。该学说认为区

分是否赋予人工智能法律人格，取决于其为强人工智能还是弱人工智能，弱人工智能则继续适用法律客

体地位，强人工智能则赋予法律主体地位。 

4. 人工智能的法律主体地位确认 

观上文所述人工智能法律主体地位相关学说可知，肯定说与否定说的讨论核心是三个基本点的两个

方面：其一是人工智能能否具有“独立意识”和“自主意识”；其二是人工智能是否有能力独立作出行为

和责任能力；其三是确定人工智能的法律主体地位是为了在其作出损害时更好地归责，进而减少人工智

能的风险产生。 
(一) 对法律人格肯定说的肯定 
反对人工智能作为法律主体的重要原因之一是人工智能不具备“人”的生物要素，将其认定为法律

上的主体，有违人的伦常认知。但法律人格的本质，是一种法律上对个体资格的认可，这种资格并不因

为个体并非自然生命体而完全被法律所否定。例如，法律给予了作为个体的一组特殊的联系称作虚构的
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个体，同时也设立了这些个体的权益和责任。对于那些被授予法定身份的个体，无论是自然人还是非自

然人，他们都根据在法律中的“个体”地位，拥有了相应的权益和责任，从而有可能把他们的行动变成

有关的权益和责任[12]。在法律实践中，也已经出现了类似的案例，旺格努伊河，位于新西兰，已经成为

全球首条具备与人类相同合法地位的河流。两个人被委派来维护旺格努伊河的权益：一个是政府的官员，

另一个是一位毛利族部落的成员。同样，根据英国网站 somerset live 的报道，在环保团体的推动下，英国

的弗洛姆河也将获得与英国公民同等的法人身份，这样可以让当地居民和机构更好地代表河流进行权益

保护[13]。印度也赋予恒河和其支流亚穆纳河为生物实体，享有和人类一样的权利。据此对于法律主体地

位的授予并非天马行空不可实践。 
人工智能具有“独立意识”和“自主意识”。人工智能在制造的初期确实是根据预定的算法运行的，

在现实生活中人们大多数可以接触到的人工智能似乎也较为机械地按照算法预定的轨迹执行任务。然而

事实上，随着科学技术的发展，部分人工智能已经有了深度学习的功能，这一技术突破意味着人工智能

不仅有瀚如烟海的知识库储备、大数据后台，还有根据机器自主学习、深度分析的能力，在此过程中形

成自己的逻辑链条，出现类似“直觉”的存在，都是极有可能的。在此种情境下，人工智能参与更复杂的

人类活动中所作出的行为和判断就不是初始的算法可以预计的了，人工智能所作出的行为即其“独立意

识”和“自主意志”的体现，据此赋予其独立的法律主体地位，应是顺应发展潮流的举措。 
关于人工智能是否有独立的行为和责任能力，有不少观点认为，人工智能即使有独立行为的能力，

但人工智能没有财产，在损害行为发生时无法承担赔偿责任，因此不具有独立的责任能力。实际上，应

对此类难题的策略并不是没有预案。设置智能机器人赔付基金或者加入强制性的保险规定，来保障算法

服务的购买者获取公正的赔付，已经被大多数领域所接纳，创建互联互通的 ai 注册平台，以及搭建清楚

的责任追踪系统是当务之急[14]。 
最后，人工智能作为新兴事物从出现在人们的视野中，到现在渗透到人工作生活的各个领域，并没

有经过太久的时间。面对人工智能的迅速发展，制定起配套的法律制度和措施，完善其关于法律主体资

格的认证和规范其侵权责任归责方式已然成为重要任务。对于新兴事物及时作出规制，才能为其后续的

长足发展保驾护航。 
(二) 对法律人格否定说的反驳 
一些反对人工智能被赋予法律人格的专家的观点，认为人工智能并未拥有“自我意识”或“自我决

策”，也就是说，它无法自我决策并解决问题。赋予人工智能与“人”相同的法律地位，会破坏现行法律

制度的平衡和稳定。尽管如此，从实际状况来看，这个观点已经不再适宜。因为在现实生活中，人工智

能的各个领域的运用已经显示出它的高度智能、独立和创新，它能够对周围的数据信息进行智能处理，

并通过程序算法的运算，对数据信息背后的行为进行优劣分析，从而做出合理的决定。在这个意义上，

人工智能甚至可以超越人类的“理性”[15]。 
关于人工智能的独立的行为和责任能力，否定观的持有者认为，人工智能的行为是其设计者、生产

者、销售者或使用者授意的，人工智能本身是归属于人的“物”，其本身也不具备财产用以侵权责任赔

偿。换句话说，人工智能是其使用者借助的工具，是其主体行动的扩展[16]。但一味地将损害责任归责于

其设计者、生产者、销售者或使用者确实是科学合理的吗？以美国自动驾驶汽车致人死亡的案件为例，

自动驾驶汽车在没有使用人授意的情况下撞向前面的卡车，造成驾驶人死亡。对于自动驾驶汽车的“自

杀”行为，初始算法并没有授意，将责任全权归于设计者、生产者、销售者，将对有关公司将来对人工智

能的研究产生消极作用，让使用者自己承担更是有失公允。因此赋予人工智能独立的法律主体地位，并

一并完善其补偿基金或强制保险制度，在此基础上再对设计者、生产者、销售者和使用者进行不同程度

的归责，会更适宜该领域今后的长足发展。在新事物的产生中，我们需要根据其发展，调整和修订传统
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的法律制度中关于责任能力的条款。 
(三) 人工智能的法律主体地位确认的必然性 
在当今大数据的时代背景之下，人工智能的大数据整合能力是促进发展必不可少的一环，人工智能

也将更深入到人类社会的各个领域。介于对人工智能法律人格肯定说观点的认可和现实制度可行性的认

同，以笔者之拙见，应当赋予人工智能法律主体地位，让其成为承担法律责任的主体。 
人工智能依据理论基础、能力属性、应用领域等综合因素来划分其类型，主要可分为四类：第一类

是机器学习，例如模式学习，对图像和音频的理解和处理。第二类是掌握大数据的相关技能，如统计分

析与处理、数据挖掘以及深度学习等；第三类是识别能力和智能设备的紧密融合，通过体验技术和人机

互动构建了行业级的应用；第四类是利用生物科技、身体感知识别、人与机器的互动等创新理念，将成

为未来个体的主流[17]。目前，第一类别的人工智能已经相当完善，然而，当前科技领域的主要趋势是赋

予人工智能进行统计分析、处理、数据挖掘以及深度学习等功能，尚不能脱离人类指令自由交往,并形成

自主财产关系，属于“弱人工智能”的应用[18]。在这个阶段，人工智能产生的文学、艺术等作品的版权

归属问题以及对人造成损害的侵权责任的确定问题，是涉及到人工智能法律主体资格认定的一个相当重

要的问题。吴汉东教授以“著作权”的归属问题为例，主张应根据著作权法对职务作品或雇佣作品的条

款，让创造机器的“人”来享有和执行权利[19]。但是，那些创造机器的“人”在人工智能作品的创作中

并没有直接投入到体力或智力工作中。用“职务”和“雇佣关系”来定义这两者之间的关系是有很大差

异的，因此，由创造机器的“人”来行使权利和承担义务与实际情况和本质是不一致的。因此，由人工智

能机器人作为实际的“权利享有人”，并通过“权利代理人”去代为行使权利也并无不可。例如上文已经

提及的“微软小冰”著作的诗集《阳光失了玻璃窗》正式出版，对于诗集的版权归属问题究竟是归属于

“小冰”的开发公司还是“小冰”自己，各方众说纷纭。按照传统意义上的法律主体地位确认，将著作权

归于开发公司，但开发公司本身并没有直接参与诗集的创作，此种归属又显得不甚合理。综合上文观点，

笔者认为，将人工智能定位为“代理人”属性，在法律上赋予其民事权利和民事义务是可行之策。 
一个法律主体以具备某种认知作为先决条件，在特定的领域，人工智能已经较人类有了更高水平的

认知能力，只是在认知的宽度和广度上，与自主学习和没有领域限制的人类有着差距。在一定的时间和

空间里，人的认知是有限的，即使有群体的智慧作为其广度的扩充，也是极其有限的，但是理性主义的

认知要求主体不仅要意识到客观世界的存在，也要意识到自身的存在。有人会认为人工智能无法认知到

自己的存在，但是相较于患有精神疾病的人类可能无法认识客观事物的存在，甚至无法控制自己的行动，

以及法律的拟制主体法人，更难认为其有自主的意识，人工智能或许更有资格称之为“具备认知能力”

的法律主体。 
人工智能具有意思能力可以表达自由意志。人工智能可以自主地作出意思表示，这一点不同于与人

类联系同样密切的动物。人工智能虽然是按照预先设定好的算法和程序作出行动，但算法的选择和程序

的确定是人工智能自主选择进行的，即使是人工智能的设计者、生产者，也不能完全预估人工智能的每

一个决定。未来技术发展，模拟人脑神经系统的技术进一步发展，人工智能将具备更复杂、更贴近“人”

的“思考模式”，更加自主地作出“思考”、“选择”、“运动”等，因此在一定范围内允许人工智能拥

有法律主体地位、承担损害责任是合理的。也就是说，人工智能可以在一定程度和特定领域内作出决策，

但是并不意味完全具备完全的民事责任能力，因此仅具有有限的法律人格[20]。人工智能在意义能力方面

的应用范围相对有限，因此在财产处置和参与法律诉讼的过程中，应当由其所有者来代为行使相关权利。

这与民法中限制民事行为能力的人有相似之处，但这并不会对其作为民事法律主体的资格产生影响[21]。 
现实中已然出现人工智能损害归责和法律主体地位确认的问题。案件一，发生在 2018 年 3 月，涉及到

美国亚利桑纳州坦贝市的一辆优步自动驾驶测试车导致了一名乘客的死亡。本案中的安全测试员在即将撞
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车前没有收到安全系统的任何提示，全程并未减速，直达碰撞才发现事故。本案中若能为自动驾驶车辆设

置独立的法律人格，对于案件的归责会更加显示公允。同时，没有一味地将责任归于生产者、创造者等主

体上，亦是对相关人工智能公司今后研发的鼓励，是对人工智能行业永续发展的法律支持。案件二，在 2020
年 1 月，广东省深圳市南山区人民法院对原告深圳市腾讯计算机系统有限公司与被告上海盈某科技有限公

司的著作权侵权和不公平竞争纠纷进行了一审判决，裁定人工智能产生的文章为作品。此案系全国首例认

定人工智能生成的文章构成作品案件。本案中认定人工智能生成的文章是作品，对将来类似案件具有借鉴

意义。还有诸如沙特承认第一位合法公民“索菲亚”，美国承认宠物机器人的法律地位等。诸多已然发生

的人工智能与现行法律制度的纠纷，无不显示着人工智能的法律主体地位确认之必然性。 

5. 人工智能法律主体地位拟制的风险与替代治理路径 

(一) 赋予法律主体地位的潜在负面影响与伦理挑战 
当前支持 AI 法律主体化的论点，多基于功利主义效率考量或法律拟制传统的延伸。然而，这一路径若

贸然推行，可能引发一系列颠覆性的风险，其核心矛盾在于可能动摇以“人”为根本的法秩序与伦理基石。 
法律的主体制度，其伦理根基在于对“人之尊严”的承认与捍卫。赋予 AI 法律主体地位，本质上是

在法律层面将“工具”提升至与“自我”相近的地位，可能导致人类中心主义伦理观的淡化和人类独特

价值的模糊。这种消解在实践中可能导致两种趋势：其一，责任主体的混淆与人类责任的逃逸。当 AI 被
认定为独立责任主体时，其背后的设计者、开发者、使用者可能借此推诿本应承担的绝对责任，导致“有

组织的不负责任”状态，形成巨大的“责任鸿沟”[22]。其二，价值评判的倒置。若 AI 因其“智能”或

“效用”获得主体地位，将可能助长一种纯粹基于能力或效率的伦理评判标准，削弱对生命、尊严等内

在价值的坚守，违背科技发展应服务于“增进人类福祉”的根本原则[22]。 
归责体系面临瓦解与司法困境。传统刑法与侵权法建立在行为人的主观过错(故意、过失)与客观因果

联系之上。AI 的“自主性”决策，尤其是在深度学习产生的不可预测行为介入时，将严重冲击这一体系

[23]。如果 AI 是主体，那么其“过失”或“故意”如何认定？其“可罚性”与“受刑能力”基础何在？

刑罚的威慑、教育功能对一段代码有何意义？这些基本问题在法理上难以自圆。实践中，已发生自动驾

驶汽车致人死亡却无法直接归责于车辆的条件，最终仍需回溯至人类责任者，这暴露了主体化在解决归

责问题上的无力。 
(二) 超越“主体化”的替代解决方案构思 
鉴于直接赋予 AI 法律主体地位存在显著风险，学界与实务界均有对多种替代性治理框架的探索。这

些方案不改变 AI 在法律上的客体属性，而是通过强化对人类责任方的规制、创新监管工具和机制，来应

对 AI 带来的挑战。 
方案一：完善与拓展严格责任、过错责任体系。此方案主张在现有侵权法与产品责任法框架内进行

调适，对 AI 造成的损害，根据场景明确责任主体(开发者、生产者、销售者、使用者)并适用更严格的责

任标准。例如，对于高风险 AI 系统(如自动驾驶、医疗诊断)，可对生产者适用无过错责任或严格责任，

迫使其将安全成本内部化，激励其投入最高标准的安全设计与测试。明确开发者的安全注意义务，要求

其承担算法设计、数据选择、风险测试等方面的勤勉责任[22]。在刑事领域，坚守“工具论”，将利用 AI
实施的犯罪行为，通过解释或有限立法，纳入“间接正犯”、“过失犯罪”等现有理论中处理[23]。 

方案二：建立强制保险与赔偿基金制度。该方案通过风险社会化分散机制，为 AI 事故提供及时救济，

同时倒逼安全标准的提升。对特定类型的 AI 产品(如服务机器人、自动驾驶汽车)强制推行责任保险，作

为市场准入前提。建立行业性或公共性的 AI 损害赔偿基金，用于在责任方不明或无力赔偿时，对受害人

进行基本补偿。 
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6. 结语 

学者张文显曾经表述过：“我们需要擅长运用法律这一人类最伟大的创新去管理人工智能等科技发

明，引领不断进步的网络信息科技在与时代同步的法治轨道上为人类社会带来福祉”。人工智能在的发

展无论在技术创新还是伦理常识方面都给人类社会带来巨大的冲击，人工智能也已经渗透在人类社会的

各个方面，对于其法律主体地位、侵权归责认定等法律问题尚无定论，法律制度的不完善必将对其未来

的发展造成不利影响。在本文中，笔者从人工智能的定义和分类出发，再从人工智能法律主体地位的相

关学说入手，对应当赋予人工智能法律主体地位进行了浅析。人工智能是新时代的法律制度中不可忽视

的一部分，对其进行研究、分析并完善规制，才能助力其未来的长足发展。在人工智能的时代背景下，

调整社会关系的法律框架，我们更多地抱有期望而非担忧和疑虑。 
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