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Abstract

In the internet era, user review data on e-commerce platforms has experienced explosive growth.
How to mine user demands from massive texts and analyze the implicit user emotions under differ-
ent demands has become a key factor for enterprises to enhance product competitiveness. This
study proposes a multi-agent collaboration framework based on Large Language Models (LLMs),
incorporating three agent modules to systematically achieve user demand extraction and sentiment
analysis. These three agent modules respectively accomplish three tasks: accurately extracting core
demand statements from massive unstructured user reviews, conducting fine-grained sentiment
tendency analysis based on the extracted demand texts, and performing multi-dimensional classi-
fication of demands. Experiments show that the agent collaboration mechanism implemented by
large language models not only overcomes the limitations of single models in handling complex
tasks but also forms a closed-loop analysis chain through information flow transmission between
agents. This framework provides enterprises and researchers with an extensible and automated
tool for in-depth UGC (User-Generated Content) analysis, and holds significant practical implications
for accurately grasping user needs, optimizing product design, and formulating marketing strate-
gies.
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Figure 1. Construction framework diagram of LLM Agent
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Table 1. Sample table of user online reviews
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Figure 2. Word cloud diagram of online reviews
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Table 2. Table of high-frequency words
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Figure 3. Diagram of topic coherence and perplexity
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Table 3. Topic representative words of user reviews
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Table 4. Evaluation results of demand classification
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Table 5. Evaluation results of sentiment polarity judgment
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