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Abstract

With the rapid development of the digital economy, digital transformation has become an irreversible
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trend in the economic market. Data is a key production factor, and algorithms are the core produc-
tivity that enables data to generate value. Stock prices can reflect the different market perfor-
mances under various international trade scenarios. This paper selects the stock price data of Kwei-
chow Moutai and 17 key characteristic data from the company’s financial statements, covering mul-
tiple aspects such as the company’s profitability, debt-paying ability, operational efficiency, and
growth efficiency, comprehensively reflecting the company’s operating conditions and future de-
velopment potential. The LASSO regression model is used to screen and reduce the dimension of the
financial statement data, retaining the most representative features. A composite model based on
LASSO and BP neural network is constructed. The results show that the root mean square error of
this composite model is lower than that of the LASSO model or the BP neural network model alone.
This proves the superiority of the wide and deep neural network model based on LASSO and BP in
data prediction under the background of the digital economy, as well as the effectiveness of com-
bining traditional financial analysis methods with modern machine learning techniques.
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Figure 1. Three-layer BP neural network model structure diagram
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Figure 2. Closing line chart of Guizhou Moutai stock
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Figure 3. The root mean square error of the predicted values and the fitted values of each node in the hidden layer
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Table 2. The prediction errors and fitting errors under each hidden node
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6 0.056953 0.049446
7 0.056943 0.064514
8 0.052096 0.050173
9 0.058961 0.055720
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Figure 4. Wide and deep neural network architecture
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Table 3. The error results of each node after grid search
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(4,11) 0.0069 (7,8) 0.00547 (10, 5) 0.0989 (12, 13) 0.00323
(4,12) 0.00694 (7,9 0.00442 (10, 6) 0.06768 (12, 14) 0.00291
(4,13) 0.00521 (7, 10) 0.00529 (10,7) 0.00379 (13, 4) 0.01171
(4,14) 0.00302 (7,11) 0.00773 (10, 8) 0.00327 (13,5) 0.00807
(5,4) 0.0051 (7,12) 0.00788 (10, 9) 0.00388 (13, 6) 0.00304
(5,5) 0.00315 (7,13) 0.00635 (10, 10) 0.00614 (13,7) 0.00389
(5, 6) 0.07357 (7,14) 0.00545 (10, 11) 0.00329 (13, 8) 0.00703
(5,7) 0.00368 (8,4) 0.00563 (10, 12) 0.01567 (13,9) 0.00642
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gk
(5, 8) 0.00534 (8,5) 0.0118 (10, 13) 0.0029 (13, 10) 0.00447
(5, 9) 0.00431 (8, 6) 0.00412 (10, 14) 0.00434 (13, 11) 0.00634
(5, 10) 0.00625 @, 7) 0.02305 (11, 4) 0.0025 (13, 12) 0.00689
(5, 11) 0.00592 (8, 8) 0.00344 (11, 5) 0.00795 (13, 13) 0.00852
(,12) 0.0062 (8,9) 0.00519 (11, 6) 0.00388 (13, 14) 0.00414
(5, 13) 0.00297 (8, 10) 0.00481 11, 7) 0.00482 (14, 4) 0.00373
(5, 14) 0.00272 (8, 11) 0.00668 (11, 8) 0.00802 (14, 5) 0.03531
(6, 4) 0.00669 (8, 12) 0.00294 (11,9) 0.00381 (14, 6) 0.00387
(6,5) 0.01146 (8, 13) 0.00258 (11, 10) 0.01984 14, 7) 0.00482
(6, 6) 0.00728 (8, 14) 0.00271 (11, 11) 0.0022 (14, 8) 0.0043
6,7) 0.00331 (9, 4) 0.00578 (11,12) 0.00404 (14, 9) 0.00369
(6, 8) 0.00727 (9, 5) 0.00142 (11, 13) 0.02078 (14, 10) 0.00659
(6, 9) 0.00394 (9, 6) 0.00824 (11, 14) 0.0035 (14, 11) 0.00319
(6, 10) 0.00341 ©,7) 0.00323 (12, 4) 0.09813 (14, 12) 0.00617
(6, 11) 0.00551 9, 8) 0.00428 (12, 5) 0.00435 (14, 13) 0.00345

(14, 14) 0.00425
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