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Abstract

Based on online review text data from JD hearing aid users, this study compared the performance of
machine learning algorithms and a bidirectional long short-term memory neural network (BiLSTM)
model. It was found that the BiLSTM model performed best in user sentiment classification, achieving
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an accuracy rate of 90.25% and an F1 Score of 72.3%. After applying BiLSTM to analyze review sen-
timent polarity, the study utilized topic keyword extraction technology (LDA) to identify the needs
of current hearing aid users, providing a basis for continuous improvement and innovation of hear-
ing aids.
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1. 518

FH P 5 SRABAR A it AR 2% BT AR O 3 0V, LSR5 SR Tl s 4+ ) B SN E
HL T 7 45 TR R RSP & R SR DTS AL R JE Ve, XSS S0, WA 58 VP b Sk B, 58 810 0
T W T HBIK I I LS E 2 5401, RINE S ERe . I%S MG A RErE 75t R WLy I/ o,
BRI DA AHEAE S R EE R, . AR SRR A A B3, AR F AR
A @RI T E S ARBRAR AN .

TERRR A P ) IR 5 BOIRAS 2 e IR B P 5 SR I RTHE, DUABRFiH, s S LS 5 SRR B
Y BPO RUSEH FPR EAT I BT . S A 2R TR AR SR 5], e T
TH A JSVERE[L], AT T HLES 2% ST TE A AT R AR ARANE o IR 27 21 7 72 00 B8 22 AR i b 48 P 45 AR
HAP R IR IR, U0 HNES B 54l K S I 02 4 48 R 4% (Long Short-Term Memory neural networks, —fiij i
LSTM), X #A s 32/ 7 QU BERN R BEJEAT T ah S 1298[2]: BN, 2 e 5B E 4 i = 51
NGRS, S SCAS T ) SCBE 4y, RIS SR T I WL SR AR T 0 B S P e o 38 Sk S A 1) 1)
[3]o N T RRGMEALZMEE ERA, Hamas =G B, Ayaeh 7k
k9% (Capsule Network, fiifk CapsNet) ML, WIZEFREEMEH 1 — MRS B, XA LSTM (BILSTM) A
CapsNet FHZE G, BETEAT R AL BRATR B 175 B8 4 AT 55 [4] . BbAh, TRUIZRE S A B/ 1% B b h R 4%
HE AR A . 5K E 2548 ) BERT (Bidirectional Encoder Representations from Transformers) A FH 7 31 o
FEHCT 77 ARFE A BRI [5]. FoE, WEFE#E B PHRE BERT 3244, 1 XLNet. RoBERTa fll ERNIE
%, 0 7RO R SOCR M BN SCIAL R BE

Wiy %% (hearing aid, HA)Z H BT AW\ I REA BSCE W 140 e & W v fe I REE AR, et mil & 130
AT E R &, JEREE B AR [6]. ARTFRM, Wr Sk NBEME B 885, B B rH
SAAERE ST, BARMIHNAR AT AL R R AR A BEIRZS[7] [8]. #5 WHO £ 2021 R AT (HH A0 JJ4k &)
Hhgiit, 2Rk 4.66 [ NAFTENT ook, ot 60 % UL BB —F 0L 1[9]. BE#E TR E BB FEE R
g, Capontt R B B E R Z NE K, (HZE R AR 38T 1A 2 10% [10], &4
NI 77488 S O RN 18] 5% GV 1) B AR ) Ao 4 2 0T B T 288 7 9 SR PRI 388 I AR ke W 7 ik 5 = AP 3 1)
$eTt, FERIIRENE BT SR 5 RS IFF LR G0R:  MSEILA R EIH O, £ TXHAZER SR
ML RBEAT RG] SR HENR S o

BEAG BT R R, BT BRI — SR AR A LR T 50 T I e B A2 R I ] LR BT, 4k RN E
B E R AR R R : (U AR R &, Bk R A S BTG e 75 K0E VP S
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BISCARAT, FEBEOCRS T2 Rr e Hr . R PPe v ICH . nlE i iR, (075 5] i Ae i DUR ARt
RS A BSAERS BT URE 0 A P, DR PR R X (] 5 R SRR T M, TR
JEAR N HL I MARAR IS AR T B A ATIEAR P SR AL AR, Rk TR 590 i 2 BT 2% () A R P 7
SRARHE T H R S A I i AN T

ARWFFAIEE T BILSTM-LDA B FEHESE, T Bhir 88 F P fELR VPR SCAR, VR 2% 2 H ) BILSTM
BTSN, B LDA HEAT 3 BHRAI, 1R A P s BT SR RO RO IR S5 1 75 R, SRR m BT 2%
TR, DUA RSCE T BN A TR T

2. IR EA
2.1. MEKERICIZHEMLE(BILSTM)

BILSTM JEIE M LSTM JE 43l b BRIE () Al ey 52 41, DA 3R 78 B0 B R SCfE B . LSTM 2
Hochreiter 25T 1997 £E 12 H — FERR I IE A 1 242 9 2% (Recurrent Neural Network) [11], 3 35 45 55 2
FARIATC R, TR TR R BB R . — A LSTM Bt & DUR J LA AR 70 [12] «

(1) T I(Input Gate): ¥R B A\ PRI LS HE 43 ROZ A5 A N B id A2 5 oo

I, =0 (XW, +H_ W, +b) )

(2) BT ](Forget Gate): HREICIZHTTHIRLLAE BNV AZ R S o

F =o(XW, +H_W, +b) )

(3) icfZHt(Cell State): HHTCIZHICHIRES .

C, = tanh (X W,, +H,_ W, +b,) ©)
Ct :Ftoct—l+|t®é\: 4)
(4) HrHi1]1(Output Gate): = TICIZHICHPIRES, e mR& T .
Ot = O-( Xtho + Ht—lwho + bo) (5)
Al lZ4npefE, T TR S 240 B B BEECIRES He S B s
H, =0, ©tanh(C,) (6)

TERXRANEFEF, AR ZIH HE2EN T — N ZI %, fF LSTM RES1E)T 51 H AR 35K
1642 oA, 1NN TGS E; FONBUS TTHGE{E; CONICIZANMUIRES; O N TGS E s Ho o2 mr
B ZIBRRAS s Xe AT ZIHIN ;s Hea 8 E— D 2P RRFUIRES : Wi, Wi, Wxo, Wie IRICHHIATTS
WD i TR 1 AZ 20 B PR AN AR s Whis Whes Whos Whe IRUCHHIATT BT i 1710
13 G AN I BBOR S U AE RS s bis br bos be KUCH & T THIMRE T, C, WBEEICIZ4M; Co N E
— M ZPEAZ IR . o 4 sigmoid S R tanh DX R IE D) B0E BREL

2.2. LDA =8

Latent Dirichlet Allocation (LDA) 2 F T~ B B8 #5525 1 28 Bt 221558, 1 Blei 55T 2003 4F 42 Hi[13]
LDA AR P FEHLE R SORYAE AR E AR . S A JEAR R SCRYAI NI E R BE N LR &4,
HRAEAN 32 R DA SRR 2 A1 ARRAE,  JRIR I GEiH R, HE s BRI SCAR A 1 3 R

AR, BB AW T LDA 75 SEhrEds i AR . iE— P38 Tt LDA XI5 U256 I g
71, Ma %% LDA 5 Word2Vec J7iE45 G, HTHEZ ZIRFEEAAER, $2m 70N EShE 2L
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PIEEBOREFE[14]. SUEFR, Zimmermann &85 H, HiE FlAbHL R & B2 LDA AR, JUHETE
FaSCAERN R, A0t 45 AL T R SR T AR BB ARG [15] . LDA BN TR R EEL
FOCAR AR VEFLRE, 40 Yoann S5iE i R MUBLTE BB/ i “ Bl 4% - BRI o i) 38450 [16], AT
4R UL T 5% . 1A, Dejian Yu 250 LDA #75 A T8 RS 45U AT 9% 3 A,
PRI 2 7 VA E R SO i A R B 5 P O s T TR AR 34171

3. BRSO R R

SEG PRI FE Windows 10 fUHR1E 245, 3] Jupyter Notebook £l Pycharm IDE #45 % Python3.9 SZi&
TG XA YT G R BI A  S R T, AR TR EEE RO IR, BIEIER R B
MR RIERAT A, W SR N B SRR .

3.1 BUERIRENS AL TE

81 H Pycharm 12417 scrapy HEZE, DABHWT 28 Aok, JLICHEESHHE 45,916 4%, iKiag 309 M
it o ] Jupyternotebook HEATHHE FISETH 1 T 3B 1, MRS B B/ B RHE, HEIEES) i,
YT AEAEIEAR . YRR IR, AHFSTEEL 2023 4F 9 H & 2024 4F 3 H (%, 4t 11,263 % AR
IEERE TSN, SIBRE 1 Bnits . BEPAESERENEAR, HMEBREEOTER; RN, RIELdE
(BTG, R s AN T S AR . 5 B AT 5281 26 VPR SUA

MV HAERATAR I o FEA AR Z PR, T U VF AR 4 A = SR, WAL AL 1/2 ()50 5 e
LN N TRE bR, DL PR3 = A 2 b e, KB R i AR SRR 25 X LS,
P FRE— SN 94.85%, fREIARZE—EUEIEIL 2504 2%, FFRIBRVFE SUARKFE N B RHE I EME, ¥
A% 2391 7% .

e HTHAE AL B . SATHIPPE o5 EE A 14.38%, 2R BHEE SE AN T4 . Sk s S 0l 70 A I ZRER A 4R,
WS 0.7, BEJGEE BENL ORI Z50E, RA455] 1074 Zid5%.

gyl MERAS . SCAR ISR . PR THEIRE s, & Jieba 731A)s 456 F A5 A Al R g T
KIERAR, X SCARBHIAT 745 I pE44E; SR TF-IDF (Term Frequency-Inverse Document Fre-
quency) /7 VR AR Al E AL .

Product Price Boxplot Product Price Range Distribution
8000] 9 1750} o<—Highest: (685, 1688)
o]
70001 & 15001
6000 B 12501
5
50001 o <)
o £1000;
34 )
*£140001 o ‘|
- Max: 3280.00 5 7501
30001 S
§ 5001
2000 Z
10001 2501
o Min: 36.90 o

—ANNTNOHRORNO—ANNTNONONO—ANNTN\OS0ND
ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ ANANNANANNANN NN

Midpoint of Product Price Range

DOI: 10.12677/ecl.2026.152164 341 N e


https://doi.org/10.12677/ecl.2026.152164

Product Gross Weight Boxplot Product Gross Weight Range Distribution
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Figure 1. Box chart and distribution of hearing aid price and gross weight

1 MTENRSEENHEEES S HER

32. BFITZER

B E T, P i BENLARMR. BAEZ R TH#4 (Gradient Boosting Trees, f&iFK GBT). /& BEHLAY
(Extremely Randomized Trees, f&i#% ERT). 32 FF[A & (Support Vector Machine, f&i#% SVM)FI stacking £ /&
S AT . TR SN SRR ER OIS, BIMEATBON stacking H, AR EHAZ, H
Al REIG B A RRA@ M, [RIULAE stacking AL, DLEHEI N0 2KEs, JEM ER JLAMEGHLES 7 )5
RUERME NS 0 s . HARSHRALET IS RIE S, Do Rl mbeit, SataRESH, Ik 1.

Table 1. Traditional machine learning model parameters
= 1 RGN EBRFEIERSY

R ZH4 ZHE ZHEUAE ZHE X
penalty 12 11,12 ESID, L2 IEMML R EDA)
multi_class auto auto R4 solver H Bk % 73 0%
R E C 1.0 1.0 IEN S5
max_iter 10 range (50, 200, 10) B KIEAR IR
solver Ibfgs hﬁmc;rscgaglb];%a AL S
criterion gini 'gini', 'entropy’ R RMEN], i S e ARl
YesfEmt splitter random 'best’, 'random’ FREAERAIRNS, FEHLEE
max_depth 50 10, 20, 30, 40, 50 PR KRS, Bk &
n_estimators 300 100, 200, 300 AR RSN 3=
BEALARK criterion entropy 'gini', ‘entropy’ T REAEN, A A A A
max_features sqrt ‘auto’, 'sgrt’, 'log2' 10T I A R E 2 FE MR IE S =
GBT criterion friedman_mse  ‘'friedman_mse', 'mse' 3T AR

DOI: 10.12677/ecl.2026.152164

342

TR G


https://doi.org/10.12677/ecl.2026.152164

ik
learning_rate 0.1 0.01,0.1,0.2 ) E
max_depth 7 3,5,7 WP 5 R BE
n_estimators 200 100, 200 TR AR ) B
criterion gini ‘'gini', 'entropy’ T RAEN, AF A B
ERT n_estimators 200 100, 200 LT R () B
max_features sqrt ‘auto’, 'sqrt’, 'log2' TEF AR A Ry AT 225 18 (AR E U
kernel linear 'linear’, 'poly’, 'sigmoid' LR R, RIS
SVM C 10 0.1, 1, 10, 100 IENe 2%
gamma scale 'scale’, "auto’ % BR B R AL

3.3. BILSTM 4%

AWFFAEA T BILSTM &k, LA GIANFEE SIALHK BILSTM (BiLSTM-att). BILSTM-att FR&IVEE
TN SBEEE, HAMSHE— 8 VR IR 2. ERIRLIZRd fE v, $REL 25% I ZREaAE N IR IIESE,
K HAE XA R B0 Adam PLA6Rs, 5% 2] AR E 0@ 1w BB S T I 25, TE RN 4
W, JE AR UESE EIPAREAIERE, 0 A FBE R B SR R AR A, DU E S R E

Table 2. Deep learning model parameters
# 2. REFIRESY

SH A ZHH SR G ZHE X
input_dim X_train_tensor.size(2)  X_train_tensor.size(2) /ﬁ)\iﬁéﬁgﬁgﬁ’ ;EIEJ{%N
hidden_dim 256 128, 256, 512 Rk = 1 3
out_dim 2 2 A e J2 Py e A
BiLSTM num_layers 2 2,3 R J= 4
bidirectional True True WCE N LSTM 148 X 2%
dropout 0.3 0.2,0.3,04 BUPEE
learning_rate 0.001 0.01, 0.001, 0.0001 E S
weight_decay 0.0001 0.01, 0.001, 0.0001 B ik A
num_layers 3 2,3 Rl /= 4
BiLSTM-att
attention_heads 8 8, 16, 24, 32 Z SLIER VUGS

3.4. {REMEBEREE R Sy KGR

STEE 7 MEGENL B8 2 IR 2 NURBE 22 S MG VR R . SR . IR AM FLE, % 3.

HHIE AT WaZ 4R R H . GBT A1 BILSTM [#ERZEIFFISE —, T BILSTM REAY (1) F1 178 iy T HAd A A,
AL IE#E BILSTM BB ENH IR T H . B4k, SIAZKIEEINE, BILSTM A (1) % IiHE b5 4
BRW. BEETREW R H—, AN, ZER N SEOE G 2, EE L
X SRR ERMGE R, BEREPISCAKEAE—E 2R L=, BIREREMET, = JIHLHIE DL
WIRBEHNGEE, SRR TE.
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Table 3. Model performance comparison
Fz 3. 1B RERTEE

R Accuracy (%) Precision (%) Recall (%) F1 (%)
B 90.25 82.76 26.97 40.68
REERY 80.64 33.55 57.30 42.32
BEALARAR 88.86 55.42 51.68 53.49
GBT 90.25 66.67 42.70 52.05
ERT 89.28 57.89 49.44 53.33
SVM 85.65 44.70 66.29 53.39
stacking 89.69 59.04 55.06 56.98
BiLSTM 90.25 80.27 68.39 72.30
BiLSTM-att 89.55 81.13 62.21 66.16

FNNNZRIFH) BILSTM 20545784, 6 4% 2639 253t 17 4035, H 5 aT N LB HIREAR & IE.
FR A FEAS 4800 2%, THBEEAS 470 %%

4. A LDA 1RENBIr &S P &>

Intertopic Distance Map (via multidimensional scaling) Top-20 Most Salient Terms(1)

PC2 0 20 40 60 80 100 120 140 160

PC1 3 %k

hellip

Marginal topic distribution

Overall term frequency
2% I Estimated torm frequency within the selected topic

5% 1. saliency(term w) = frequency(w)*[sum_tp(t | w)*log(p(tiw)/p(t))] for topics t; see Chuang et. al (2012)
2. relovanco(term w| topic t) = A*p(wit) +(1 - A)*p(wit)/p(w); see Sievert & Shirley (2014)
10%

Figure 2. The results of the LDA model
[# 2. LDA #EBIZER

N7 I ARAR 28 B v A o A S S, B U R, A R B ARG IR
“AEET SE. SIMFEIRS, N T TR-IDF BT %, 2 R RS B s A R . Ak, N
TR LDA BRPERE, 5 T SRR, X BUAEUNT 15 IR DL R BLEE IR T 0.7 [
WA BEAT I U, R ZANE B A5 BB R CORH) 500 MRl U LDA BRUAE 1~10 A3 T i) — Bk Al A
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I, KL LDA REBTEFEHCN 5 I FR PR — Btk s, 1AE]T 0.5390; ki[RI R A
ik, N 7201, HIERAHEFBEN S5 . [ pyLDAvis ik, 26l HK8 R mE 2 frs. A FRR
TN E T 4, ZEEROGES AR, B8 1 51 4 BRI N, TR 1 R
PREB S, R IR T SR AE AR SR T e i R R Ik AR S T T

KIS AT BT 15 45 77 S AR WK 2 oAk B, W BB ORI 5 B SR SR THE S
H[18]; MeAh, KEBIBIV B R AEEBESUAL “Z N7, MSHHLMEZ R EOGTE R, B
G TR R R R R, R R G PG Y, BRID T TS S ERYT A [19] . TESC
BRBIE 7E R A 30 48 - e A A (OB, 454 5 DRSS, SRIGHBIVT RS P 5 AN — 2
SRYERE: Thfeth. SFiEME. SEUIME. BEEME. SSME. eAh, T EREFH MW FURSE, P et A
KM — YL, BT T BRI R, ORI =M AN S . Bk i BhW 38 0% 7%
SRUERE, WAL 4.

Table 4. Hearing aid customer demand dimension

T4 MIERPHRERER

e A e e R VPG Kb
P AR A RO ) A B
Thegt e o O 7 (2 B MR 050 P I
sy 5 7 1 A 1 WA
I 5 A R R b R AR N L e
ShiEb i B3 17 i WA RO 105 1 EHE TR
R+ o RS A AR B 7 A R TN FE
s o i (4 o L e
SE b
s AR A T2 SIS £ 53 B AL
5 B T 3 SR B 7 VG 2 SR AT Vb 1
AP SRS P 5 0 A
T SRR P A TR S A AT S T
W EEER SRR SI,  AisT R Ok B
BEEYE  jpmmerm  RRAPUEREE, GIKR. O%
e e PSR T,
fEF2R)E T AR Hh i B
S ) 2 HERRYE,
i gﬁ%iééé%ﬁ%@ﬁ%
Kb AT A B % BT L A — e
SR b N RN A b
e 7

B, it — DRSS AR X 7 SR SR AR RN, I ATIA LDABEZSHL RN AT
PIEF I . 2R, BRI REIA G T /NIy L ORE SAMLE R, RUIBH S

R b B SEUME NN SRR B T TR S 2 2B “IR5

“H%” N

DOI: 10.12677/ecl.2026.152164

345

TR VI

4

“Wli” R R
ORISR, (TR0 I TR, T, A BRI AT


https://doi.org/10.12677/ecl.2026.152164

SRR AT VEAT R S R, i BB RS SRR S, b TR s I T S, SRS AT R K
FORHO B ZERCAE, $E5RTTATE4 ). Sy — T, FP BRI T AT S8 AR AR, B R O B &8 T g
WHPEGZ, BRI AR 2 et . AUIGHC AT RES AW S, HAESE it —
. WG AETER TR “IRCHR 57 A, BRIk B BRI, IR T 0 E
BEAFERE, DK REREREIZD T U R, FRAR B DR A O R (AN 1 U o
5. Wig

ASHE ST L LT 6 BT 85 P PRI O E— BEIR, BSOS FORIZIE A MR LIRS, IR
JET R PAENESE - A - BV T SRR . HEFCUESE BILSTM TEREMR R, #HEHEZik ] 90.25%.
FLik%] 72.3%, Jy)m8: it g s it m BAG F A APPSR A . LDA LU 2P g SRt A
PERE ST P B o SR, BT iR 5 AR, SRR BT A 8 ADoK
YERE: DhRetE. ARIGPE. RMME. FREME. SCMRIE. LDA BE— B HRNE IS T Bon, Al i
WHZEBLH RS SRR T 3, AR A REAG I L M0 I P /oK, B SR 3e s /1. A= H
Hir, FF ST A 0 HE2E S HA RSP S U sk Z B2 e o ARRAT AR TREM B i, i KR
T NE = e T B e IR A TEN AR AE LA AN RN EH L 22 57, RN HRZ B AR S
IR EIE R BB BRibzAb, IR T 7 S AL RS & 9 P Al R I SE RO 3 1 R I
ATy k25 S W 25 7 it 1 6 BE IR 55

BT GERANEE T - IR 45 BT ds Bt Sa AL e g, e “I /K - T - R ARas”
=BOUHERNE ] TAe Ry MURE 05 HAt BRI AR LR VP A 20 B, 75 B bl 76 v o P 5 v PR v 132 P
PR SRITRAR S R PR R .
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