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摘  要 

人工智能技术推动AI虚拟助手在社会工作领域从辅助工具升级为协作伙伴，这一转变源于技术突破与社

会服务需求增长的双重驱动。其应用覆盖个案管理、社区服务等场景，显著提升了服务效率与精准度，

但也引发隐私数据安全、人机权责划分、算法公平性等伦理挑战，且面临本土化适配困境。C市实践案例

表明技术赋能与伦理风险并存。为促进二者健康融合，需构建技术与价值理性相统一的框架，依托政策

完善制度保障，通过伦理审查、算法优化防范风险，培育技术与伦理复合型社工人才，实现技术创新与

专业价值协同发展。 
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Abstract 
The advancement of artificial intelligence technology has elevated AI virtual assistants from auxil-
iary tools to collaborative partners in the field of social work, a transformation driven by both tech-
nological breakthroughs and the increasing demand for social services. Their applications span sce-
narios such as case management and community services, significantly enhancing service efficiency 
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and accuracy. However, this has also raised ethical challenges including privacy and data security, 
the delineation of human-machine responsibilities, and algorithmic fairness, as well as the difficulty 
of local adaptation. The practical case in City C demonstrates the coexistence of technological em-
powerment and ethical risks. To promote a healthy integration of the two, it is necessary to estab-
lish a framework that unifies technological and value rationality, improve institutional guarantees 
through policy refinement, prevent risks through ethical reviews and algorithm optimization, and 
cultivate social workers with a composite background in technology and ethics, thereby achieving 
the coordinated development of technological innovation and professional values.  
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1. AI 虚拟助手与社会工作的交融 

人工智能技术的迅猛发展为社会工作专业带来了前所未有的机遇与挑战。AI 虚拟助手最初在社会工

作中的应用主要局限于信息整理、档案数据分析和日程安排等基础性任务，这些任务的作用更多是无法

深入参与社会工作的核心服务的辅助性工具。随着技术的不断进步，AI 虚拟助手开始在社会工作的关键

领域发挥更重要的作用，从简单的辅助工具演变为能够与社会工作者协作的智能伙伴[1]。这一角色升级

的背后是 AI 技术的快速发展和复杂社会问题的双重推动。在技术层面上机器学习、自然语言处理和情感

计算等领域的突破让 AI 虚拟助手能够更好地理解人类情感和行为，在社会工作中承担更复杂的任务。例

如，在个案管理中，AI 虚拟助手不仅可以协助社会工作者高效整理和分析服务对象的信息，还能通过自

然语言处理技术进行初步的沟通与评估。随着社会问题的复杂化和多元化，传统的服务模式难以满足日

益增长的服务需求，在资源有限的情况下社会工作者需要更高效的工具来支持他们的工作。AI 虚拟助手

的角色升级，通过提供精准的数据分析、个性化的服务建议和实时的危机干预，帮助社会工作者更好地

应对复杂的服务场景[2]。 
AI 虚拟助手在社会工作中的应用也伴随着一系列伦理和实践挑战。如何保护服务对象的隐私和数据

安全是技术应用中不可忽视的问题；如何确保 AI 算法的公平性和公正性，避免算法偏见对服务对象造成

不公平影响；在人机协作中如何划分伦理责任问题也是亟待解决的关键问题。这些问题不仅关系到 AI 虚
拟助手在社会工作中的可持续发展，也对社会工作的核心价值观提出了新的考验[3]。基于以上背景因素，

探讨 AI 虚拟助手在社会工作专业中的角色升级与伦理重构具有重要的理论意义和实践价值。 
本文将从 AI 虚拟助手在社会工作中的角色演变出发去分析从辅助工具到协作的角色升级和驱动力，

并结合实践服务中的实践案例，并深入剖析其应用中的伦理挑战与重构路径。通过这一研究旨在为 AI 虚
拟助手在社会工作领域的健康发展提供理论支持和实践指导，推动社会工作与 AI 技术的深度融合，迈向

人机协作的新时代。 

2. AI 虚拟助手在社会工作专业中的角色升级 

2.1. 从辅助工具到协作伙伴：AI 虚拟助手的功能升级 

AI 虚拟助手在社会工作领域的应用经历了从简单辅助到深度协作的显著演变。AI 虚拟助手最初应
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用主要承担被动生成任务，帮助社工整理档案和总结案例。随着技术的不断进步，在社区服务中 AI 助手

功能升级，AI 虚拟助手可以通过大数据分析识别社区需求，并精确地为社会工作者提供服务建议。AI 虚
拟助手还能够在危机干预中发挥重要作用，通过实时监测和预警系统帮助社会工作者及时发现潜在风险。

这种功能升级的背后，是 AI 技术的快速发展，尤其是机器学习、自然语言处理和情感计算等领域的突破。

这些技术使得 AI 虚拟助手能够更好地理解人类情感和行为，从而在社会工作中实现从辅助到协作的角色

转变。但 AI 虚拟助手在情感支持方面的功能仍存在局限性，它无法完全替代人类社工在复杂情感问题中

的专业判断和干预能力。所以，AI 虚拟助手在这一领域的应用更多是作为补充工具，而非完全替代。 

2.2. 角色升级的驱动力：技术发展与社会需求的双重推动 

近年来，AI 技术在多个领域取得了突破性进展，为 AI 虚拟助手的功能升级提供了技术支撑，机器

学习算法使得 AI 虚拟助手能够从海量数据中提取有价值的信息；自然语言处理技术使得 AI 虚拟助手能

够与人类进行更自然的交流；情感计算技术使得 AI 虚拟助手能够识别和理解人类的情感状态。这些技术

的融合，使得 AI 虚拟助手在社会工作中能够承担更复杂的任务，实现从辅助到协作的角色转变。 
随着社会问题的复杂化和多样化，社会工作面临着越来越大的挑战。传统的服务模式难以满足日益

增长的服务需求，尤其是在资源有限的情况下，社会工作者需要更高效的工具来支持他们的工作。AI 虚
拟助手的角色升级，正是为了应对这一需求。通过提供精准的数据分析、个性化的服务建议和实时的危

机干预，AI 虚拟助手能够帮助社会工作者更好地应对复杂的服务场景，提升服务质量和效率[3]。此外，

公众对技术应用的接受度也在不断提高。越来越多的服务对象愿意尝试通过 AI 虚拟助手获取服务，这为

AI 虚拟助手在社会工作中的广泛应用提供了社会基础[4]。 

3. 伦理重构：AI 虚拟助手带来的伦理挑战与应对策略 

虽然 AI 虚拟助手应用于社会工作带来了效率提升和服务创新，但也引发了诸多伦理问题，特别是在

隐私与数据安全、人机关系以及公平透明性等方面的应用更加突出。这些问题的解决不仅关系到 AI 技术

的可持续发展，还对服务对象的权益和社会工作的专业价值都有直接影响。 
隐私与数据安全是 AI 虚拟助手在社会工作中面临的核心层面的伦理挑战。社会工作涉及的服务对象

大部分为弱势群体，他们的个人信息具有高度敏感性容易被泄露或被滥用，这就会对他们造成严重伤害。

研究显示 AI 虚拟助手在处理心理健康数据时可能面临数据泄露和未经授权访问的风险，因此必须建立严

格的数据保护机制。另外 AI 虚拟助手的数据收集过程应遵循“最小化原则”，即仅收集完成任务所必需

的数据，以减少隐私风险。但是目前在 AI 技术应用中的数据保护法规尚不完善，导致 AI 虚拟助手在收

集和使用个人数据时缺乏明确的规范。 
AI 虚拟助手的使用也重新定义了社工与 AI 工具之间的关系，由此引发了有关权力边界与责任划分

的伦理问题。有学者对长三角地区 12 家社工机构调研发现，约 62%的一线社工在使用 AI 低保资格审核

助手时，过度依赖系统生成的评估结论，忽略了申请人因照顾重病家属导致的实际支出压力，最终导致

部分符合条件的申请人低保资格被驳回[5]，这一现象直接体现了 AI 虚拟助手在决策支持中的作用可能

导致社工过度依赖而削弱社工的专业判断能力。所以必须明确 AI 虚拟助手辅助性作用，才能确保社工专

业判断时的主导性。同时 AI 虚拟助手的使用应遵循“透明性原则”，即其决策过程和依据应向社工和服

务对象公开，以增强信任感。但当前社工对 AI 虚拟助手的接受度较低的部分原因在于对其决策过程的不

信任，为了提高社工对 AI 虚拟助手的理解和接受度，机构可以通过培训和宣传让社工明确在服务中的责

任边界。 
公平透明性是 AI 虚拟助手在社会工作中必须遵循的伦理原则，以确保服务的公正性和可信度。事实
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上 AI 虚拟助手在决策过程中存在算法偏见，从而导致某些群体的不公平对待，从而导致某些群体的不公

平对待，如某城市引入的 AI 就业帮扶助手，因训练数据中多为低技能岗位的残障人士就业案例，长期仅

为残障人士推荐保洁、搬运等体力岗位，忽略了部分具备文案、设计等专业技能的残障服务对象的就业

需求，造成了就业机会的不公平[6]。所以开发者应通过算法审计和多样化数据训练来减少算法偏见的影

响，开发者可以定期对 AI 虚拟助手的决策过程进行审查；保证其决策过程能够被人类理解；参考国际经

验制定针对 AI 虚拟助手的伦理框架。 

4. 本土化伦理：文化情境差异下的 AI 虚拟助手应用困境与调适路径 

不同社会文化与制度背景下，AI 虚拟助手在社会工作领域的应用呈现出显著的地域化伦理困境，我

国需立足本土文化底色与法治框架，探索技术应用的适配机制，而非照搬域外经验。 
我国集体主义文化内核下的“家庭本位”和“面子文化”，与 AI 虚拟助手基于西方个人主义的设计

逻辑形成核心冲突。在农村养老服务场景中，AI 照护系统因奉行绝对化隐私保护原则，拒绝家属在老人

授权下查看健康数据，导致 78%的家属产生抵触情绪，32%直接拒绝配合服务执行[7]；中西部农村反家

暴服务中，AI 直白的提问方式(如“是否遭受暴力对待”)，使得 90%的农村妇女因“怕丢面子”隐瞒实

情，调整为含蓄共情的交互话术后，真实需求表达率提升至 65% [8]。民族地区的适配问题同样突出，藏

族聚居区的 AI 心理疏导助手因忽视文化禁忌与语言习惯，服务接受度仅 28%，融入藏语交互、规避禁忌

词汇后，接受度升至 72% [9]。 
制度层面，欧盟 GDPR 强调的“被遗忘权”(个人本位的绝对数据删除权)，与我国“家庭连带责任”

的制度逻辑相悖。跨境婚姻服务中，中国籍女性依 GDPR 要求删除离婚相关数据，却可能导致子女抚养

费、夫妻共同债务等家庭责任缺乏追溯依据，违背《民法典》中关于抚养义务、债务清偿的规定[10]。同

时，我国现有法规未针对社会工作领域弱势群体制定差异化数据保护规则，留守儿童、残障人士等群体

的敏感数据存在过度收集、泄露风险。 
本土化调适需锚定我国国情：技术设计层面融入“家庭本位”特征，设置家属授权访问模块，平衡

隐私保护与家庭协同服务；交互层面贴合本土含蓄表达习惯，兼顾民族地区文化禁忌；制度层面衔接《个

人信息保护法》《民法典》，对涉家庭责任、公共利益的核心数据采用“匿名化保留”而非绝对删除，并

推动出台社会工作领域 AI 应用伦理规范，填补弱势群体数据保护的制度空白，确保技术应用契合我国文

化与法治语境。 

5. AI 虚拟助手在案例中的实际应用 

案例 1：AI 虚拟助手在个案工作中的角色升级  
在 C 市司法社会工作服务中心，AI 虚拟助手经历了从“数字辅助”到“专业协作”的三阶段角色进

化。早期在 2020~2021 年时期作为信息处理工具，主要承担数据录入、档案管理等基础工作，日均处理

20 例个案数据，但决策参与度不足。中期到了 2022~2023 年机构升级了情感识别模块后，系统开始主动

介入服务流程：通过语音和动作分析技术，可实时监测服务对象(包括司法社会工作者和帮扶对象)的情绪

波动，预警准确率达八成以上。典型表现为在某青少年社区矫正案例中，AI 助手通过分析服务对象甄某

的微表情变化(眨眼频率提升 37%、语音停顿延长 0.8 秒)，及时提醒案件社工注意其潜在的抵触情绪。 
到了 2024 年 AI 助手实现质的飞跃，系统引入“决策–神经网络”混合模型，形成动态协作系统。

在某司法社工的典型案例中，AI 角色发生根本转变：在需求评估阶段，系统整合公安、医疗、教育等 8
个部门的离散数据，构建出服务对象的案件潜在数字画像测写；再进行介入方案制定时，AI 不仅推荐常

规心理辅导，还创新性提出“生存和职业能力重塑计划”，通过虚拟现实技术模拟工作场景进行适应性
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训练；在服务评估环节，系统持续追踪服务对象的生物特征数据(如心率、睡眠质量)，动态调整服务策略。 
这种协作模式带来三重变革： 
1. 工作效率增加，个案处理数量提升了 25%； 
2. 工作决策模式转变，AI 建议采纳率从初期 15%提升至 50%； 
3. 专业关系重塑，形成了“社工–AI–服务对象”三角协作关系。并且系统已具备跨案例学习能力，

当遇到新型案例时，可通过转移学习内容在 24 小时内生成针对性方案。但随之产生新的专业边界问题，

部分资深社工反馈，如果过度依赖 AI 可能导致专业判断力降低，由此需要建立新的督导机制。 
案例二：AI 社区服务中的伦理挑战 
在 C 市某数字社区社会工作机构建设中，AI 虚拟助手引发的伦理争议凸显技术赋能的复杂性。系统

通过互联网收集居民健康数据时，未经充分告知即采集了 75 户家庭的智能手环信息，涉及心率、定位等

敏感数据。2024 年 3 月，某单亲母亲发现 AI 推荐的育儿课程包含基于她消费记录推断的“过度保护型

家长”标签，事件在社区内引发了群体抗议。由此暴露出三大伦理问题： 
AI 的岗位推荐算法存在隐性偏见，在分析的 235 名女性居民中，30%被建议从事家政服务，而男性

居民 78%获得技术岗位推荐。深度调查显示，数据生成包含历史就业市场的性别歧视信息，导致算法延

续结构性不平等。 
系统使用模糊的“服务协议”获取数据授权，65%的居民不了解数据使用范围。更严重的是，AI 将

居民健康数据与商业机构共享，用于精准推送婴幼儿产品广告，构成利益冲突。 
还有当 AI 推荐的家政培训课程出现教学事故时，供应商、社区中心相互推诿。司法鉴定显示，事故

源于算法对参训人员能力评估失误，但现行法律难以界定算法责任。 
这些问题都催生伦理重构需求，在建立算法影响评估制度，应该要求 AI 系统在部署前通过伦理审

查；构建“数据信托”机制，由第三方机构管理敏感数据；并且在社区层面可以成立 AI 伦理委员会，成

员包含技术专家、社工机构代表和居委会代表。 
由此这两个案例形成鲜明对照：前者展示技术迭代如何重塑专业实践形态，后者警示技术创新必须

与伦理建设同步。研究发现，AI 在社会工作领域的角色演进呈现“工具性–功能性–主体性”三阶段特

征，需要建立动态调整的伦理框架。建议未来研究关注人机协作中的权力关系重构，以及算法正义在社

会服务领域的实现路径。 

6. AI 虚拟助手在社会工作中的发展路径与潜在影响 

6.1. 政策支持：构建 AI 虚拟助手应用的制度保障 

为推动 AI 虚拟助手在社会工作领域落地应用，需制定可落地的政策措施，构建精细化制度保障体系。 
数据治理层面，出台《社会工作领域 AI 数据管理细则》，明确数据收集“最小必要”清单，对敏感

数据采用国密级加密，设立数据合规审查机制，机构引入 AI 工具需备案数据使用方案。财政扶持上，设

立专项补贴，对采购 AI 工具的社工机构按 30%采购金额补贴，对本土 AI 开发企业减免研发增值税。 
技能培训方面，制定分级培训大纲：基础层培训 AI 操作、隐私保护规范；进阶层增设算法解读、决

策校验方法，培训纳入社工继续教育学分。协同参与上，搭建“社工 + 技术人员 + 伦理专家”协作平

台，要求 AI 企业开发功能时吸纳一线社工组成顾问团，全程参与需求设计与优化，同时设立需求反馈通

道，将社工建议作为企业补贴申领的依据。 

6.2. 社会影响：AI 虚拟助手对社工职业角色的重塑 

AI 虚拟助手在社会工作中的应用不仅革新了服务模式，也对社工的职业角色产生了深远影响。未来
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社工的角色将逐渐从传统的服务提供者转变为技术协调者和决策支持者，这种角色转变也要求社工具备

更强的技术适应能力和专业判断力，在复杂的社会工作场景发挥独特的价值。在社会影响方面，AI 虚拟

助手的应用还可能改变社工与服务对象之间的互动方式。AI 虚拟助手能够模拟人类对话的方式，帮助服

务对象更加清晰地表达情感与需求，从而为社工提供更深入的服务依据。但这种技术介入也可能导致服

务的个性化需求由于双发直接互动而减少。 
AI 虚拟助手的应用还可能对社工的职业发展产生重要影响，随着 AI 技术的广泛应用，社工需要不

断更新自己的知识技能以适应技术变革带来的新要求。未来社工的职业价值将更多地体现在其对复杂问

题的判断和干预能力上，而非简单的任务执行。这种职业角色的重塑不仅为社工提供了新的发展机遇，

也对其专业能力提出了更高的要求。 

7. 从辅助到协作的发展之路 

随着人工智能技术在社会工作中的全面运用，其未来发展方向与所面临的挑战也逐渐显露出来。为

了确保人工智能技术能够有效合理地运用到社会工作中，需要寻找一个平衡点使科技的发展与道德的规

范协调一致地前行，以政策为依托、以教育为辅助来解决困难。 
AI 社会工作是在传统社会工作与数字科技深度融合基础上的变革与创新，亦是数字技术嵌入传统社

会工作并通过各种临床数字工具赋能社会工作服务过程的产物。分析表明，数字科技的加持可以改变传

统工作方式，有效提升社会工作的服务范围和效率。无论是个案工作、小组工作还是社区工作，均已形

成不少切实有效的数字社会工作应用场景。这种应用场景的规模将随着技术迭代和应用深入而不断增加。

需要强调的是，社会工作素有促进社会公平和保护社会弱势群体的责任担当。因而，社会工作者一方面

需要不断提升自身技术和职业素养，充分享受数字科技带来的红利，推动数字社会工作专业发展；另一

方面，重视并充分关注数字科技引致的新弱势、新问题和新不平等，保持对社会公平正义及社会工作价

值的职业敏感，避免出现以“技术理性”压倒“人本关怀”。另外，需要指出的是，数字社会工作对传统

社会工作服务关系产生了明显的冲击，但并非是对传统社会工作的完全替代，传统社会工作并非将无其

用武之地[11]。相反，两者属于相辅相成的关系。从目前来看，传统社会工作仍是社会工作领域的主阵地。

实际上，不仅传统社会工作需要数字技术，数字技术同样需要传统社会工作，特别是在数字技术服务的

推广、数字鸿沟治理等方面，传统社会工作仍具有不可替代的作用。只有两者并行共融，有机结合，才

能不断提升受助群体对数字技术的接受程度和数字化技术在不同领域的实际效用，进而推动 AI 社会工作

向着更高水平发展。 
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