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Abstract

This study is based on data from four bearing fault states and normal bearing state data, aiming to
classify unlabeled bearings in terms of fault presence and fault location type. First, after data clean-
ing using Python, feature extraction is performed on the raw data in MATLAB according to the se-
lected fault state types. The extracted data are divided into training and test sets, and a novel dis-
crimination method based on Euclidean distance and median is applied for classification. Mean-
while, the k-nearest neighbors (KNN) algorithm is implemented via SPSS to train the divided train-
ing set, with the test set used for validation. Subsequently, the two algorithms are integrated with a
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clustering algorithm and transferred to unlabeled data. Finally, inspired by the voting mechanism
of KNN, improvements are made to refine the data partitioning and enhance the classification re-
sults.
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Table 1. k-value selection table
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Table 2. Success rate summary table
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Table 6. Final analysis table
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Figure 1. Classification of datasets with different faults
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