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摘  要 

当今生成式人工智能的发展迅速，其生成内容的质量受到了广泛的关注，该技术的飞速发展与法律的滞

后性相矛盾，因此生成内容的侵权风险难以适用传统的法律体系加以规制，给治理带来了困境。为厘清

生成式人工智能生成内容侵权风险的规制路径，本文以动态体系论为基础，聚焦生成内容的侵权风险问

题，结合目前存在的治理困境展开分析。研究发现需构建能动分工的分层治理机制，同时明确生成内容

著作权的归属标准，并且需要完善生成侵权内容的过错归责原则。为生成内容的侵权风险规制路径提供

具体参考，也为生成式人工智能的后续研究拓展了动态治理的研究方向。 
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Abstract 
Nowadays, generative artificial intelligence is developing rapidly, and the quality of the content it 
generates has attracted widespread attention. The rapid advancement of this technology conflicts 
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with the inherent lag of legal systems. Consequently, the infringement risks associated with gener-
ative content cannot be effectively regulated by traditional legal frameworks, creating predica-
ments for governance. To clarify the regulatory approaches to the infringement risks of generative 
AI content, this paper, based on the theory of dynamic systems, focuses on the issue of infringement 
risks of generative content and conducts an analysis in combination with the current governance 
dilemmas. The study finds that it is necessary to establish a hierarchical governance mechanism 
featuring active division of labor, clarify the ownership criteria for the copyright of generative con-
tent, and improve the fault liability principle for the creation of infringing content. This research 
provides specific references for the regulatory paths of generative content infringement risks, and 
also expands the research direction of dynamic governance for subsequent studies on generative 
artificial intelligence. 
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1. 问题的提出 

《中共中央关于制定国民经济和社会发展第十五个五年规划的建议》提出：“加快人工智能等数智

技术创新，突破基础理论和核心技术，强化算力、算法、数据等高效供给。全面实施‘人工智能+’行动，

以人工智能引领科研范式变革，加强人工智能同产业发展、文化建设、民生保障、社会治理相结合，抢

占人工智能产业应用制高点，全方位赋能千行百业。”[1]新一代人工智能作为前沿引领技术，对经济的

高质量发展，国家的高效治理有着重要作用。目前，新一代人工智能的典型代表——生成式人工智能在

全球掀起发展热潮，并广泛应用于越来越多的领域。然而，技术的突飞猛进与法律的滞后性造成了生成

式人工智能生成内容的侵权风险日益加剧，亟待创新的法律规范与治理理论加以规制。 
学界围绕生成式人工智能侵权问题已构建多维度研究框架。归责原则方面，过错责任说获“广州奥

特曼案”等司法实践认可，主张以注意义务客观化平衡权益保护与产业发展；无过错责任说则强调将生

成内容视为“产品”，以风险控制能力为核心分配责任。责任主体界定上，研究已从单一服务提供者扩

展至价值链全环节，明确基础模型开发者、系统集成者、使用者的共同责任，提出按控制力与收益比例

划分责任权重。风险类型聚焦知识产权侵权、人格权侵害、虚假信息传播等，成因指向训练数据瑕疵、

算法“幻觉”与标识缺失。规制路径上，形成法律适用优化(类推“通知–删除”规则)、技术治理(双重标

识体系)、主体义务设置(数据审核、内容过滤)的多元方案。 
现有研究的核心争议集中于三方面：治理层面上，在现有技术上确定责任主体困难；在生成内容著

作权上，权力归属尚未形成明确共识；归责原则上，过错责任与无过错责任的取舍本质是创新激励与受

害人保护的平衡难题。研究不足则表现为：治理层面过于单一；著作权体系亟待更新完善；多主体责任

缺乏量化分配框架，实操性不足。因此，面对生成式人工智能生成内容的侵权风险，需要遵循动态体系

论理论，在分层治理机制、生成内容著作权归属标准以及过错归责原则方面对侵权风险加以规制。 

2. 生成式人工智能生成内容的侵权风险检视 

随着生成式人工智能技术的蓬勃发展，人们对其生成内容的依赖也在不断提高，而生成内容的质量
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已成为亟需关注的重点。我国《生成式人工智能服务安全基本要求》第 5 条规定：“应采取技术措施提

高生成内容响应使用者输入意图的能力，提高生成内容中数据及表述与科学常识及主流认知的符合程度，

减少其中的错误内容；应在用户服务协议中，向使用者告知使用生成内容时的知识产权相关风险，并与

使用者约定关于知识产权问题识别的责任与义务。”[2]从生成内容的风险类型来看，其包括信息失范风

险、著作权虚置风险与救济不明风险。 

2.1. 信息失范风险 

随着生成式人工智能的广泛应用，数字内容生成的门槛显著降低，伴随着大量虚假诽谤信息的滋生，

信息失范的风险日益严重。在实践领域中，除了信息不对称等传统不正当竞争行为外，经营者利用人工

智能生成合成信息开展竞争，生成合成混淆性信息、虚假性信息和暴力性信息[3]。这种行为凭借自动性

算法、信息快速生成、定向传播的优势，摆脱了人工操作效率低下的限制。违法成本显著降低，容易对

市场生态造成不可估量的破坏。同时，生成式人工智能的算力在不断提升，容易导致虚假误导信息的涌

现。不法行为人利用该技术，生成诽谤性内容并在网络空间大肆传播，进而侵犯了相关主体诸如人身权

等权力。生成式人工智能技术的普及给予了不法侵害者们可乘之机，容易对社会的公序良俗造成广泛影

响。再者，由于生成式人工智能技术实现了从静态模仿向动态模仿的转变。生成式人工智能通过模仿人

类的语言与用户沟通，这一形式给用户带来了沉浸体验，用户对信息内容较容易产生信任[4]。使得公众

难以辨别一段信息中是否有生成式人工智能的参与，从而侵害了公众的知情权，进而可能造成社会的信

用危机。 

2.2. 著作权虚置风险 

生成式人工智能通过多模态建模等技术实现了内容的智能生成，其生成内容的著作权呈现出责任主

体难界定、权益来源多元化等特征[5]。生成式人工智能生成内容的底层逻辑是包含两个过程，首先通过

Transformer 模型 1进行自然语言处理，主要是将信息转化为数字，再利用 Diffusion 模型 2进行算法生成

特定的新型内容。上述技术所生成的内容已经难以适配现行的著作权体系。一方面，“人类作者观”表

明，著作权的权力主体应围绕人类来划定，明确只有自然人才具备著作权法层面“作者”的合法主体资

格。尽管我国著作权体系拟制法人或其它组织可以成为著作权的主体，但是也没有将生成式人工智能纳

入到著作权主体中。另一方面，我国著作权体系表明了作品需具有独创性。如果无法厘清并衡量人工智

能生成内容过程中所涉及的自然人贡献者(如程序员、用户等)对生成内容的独创性联结强度，似乎很难肯

定人工智能生成内容为著作权保护客体[6]。实践中用户和生成式人工智能配合输出生成内容，用户输入

提示语，引导生成式人工智能通过模型输出符合用户意愿的内容，生成内容的输出过程难以与传统的独

创性表达相适应。 

2.3. 救济不明风险 

当面临自身权力遭受侵害的情形时，如何快速制止不法侵害，令自身法益恢复到圆满状态是法律价

值的体现。生成式人工智能价值链上各主体身份易发生重叠与转换、上下游相互依赖且具有极强的风险

传导性，生成式人工智能侵权行为主体复杂、人类行为与侵权损害结果之间的因果关系高度分散、主观

过错认定困难[7]。这将导致当侵害行为发生时相关主体难以及时有效地维护自身地合法权益。首先，生

 
1Transformer 模型是一种基于自注意力机制(Self-Attention)的深度学习模型架构，由 Google 团队在 2017 年的论文 Attention Is All 
You Need 中提出，最初用于自然语言处理(NLP)的机器翻译任务，如今已成为生成式 AI、计算机视觉(CV)等领域的核心基础架

构，是大语言模型(LLM)如 GPT、BERT 的技术基石。 
2Diffusion 模型(扩散模型)是一种基于概率生成的深度学习模型，核心原理是模拟“逐步加噪–逐步去噪”的扩散过程，从而生成

高质量、多样化的输出内容，是目前文生图(如 Stable Diffusion)、图生图、音频生成等多模态生成任务的主流技术之一。 
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成式人工智能生成内容侵权的主体特殊。在生成内容的整个过程中涉及系统开发者、数据管理者、云服

务提供者、服务提供者以及用户等多方主体参与，他们都对侵权内容的产生有不同程度的贡献，谁应向

损害结果负责难以确认。其次，人机行为对生成侵权内容的因果关系复杂。用户虽然通过输入提示词主

导侵权内容的产生，但直接实施侵权内容生成的行为的主体是生成式人工智能，因果关系具有分散性。

最后，生成侵权内容的主观过错认定模糊，由于“算法黑箱”3的存在，被侵权的主体为了证实系统开发

者等相关主体有过错，但是难以搜集证据。 

3. 生成式人工智能生成内容侵权风险的治理困境 

生成式人工智能生成内容的质量越高，将提升人们对该项技术的预期，从而对其不断进行完善，形

成良性循环，但监管的分配、著作权的归属以及归责原则的选择对生成内容风险的治理带来了挑战。具

体而言，多元主体的审查的复杂性给监管的分配提出了更高的要求；著作权体系中以人为中心的创作理

念与人机共同创作的模式相冲突；哪种归责原则可以更好地让被侵权人高效地维护自身的合法权益是一

个亟待解决的问题。 

3.1. 多元主体审查复杂性的监管困境 

传统网络内容的产出一般依赖于单一主体，但生成式人工智能改变了这一产出模式。整个服务提供

与内容生成过程需要多主体参与和配合，也就意味着生成内容真实与否，可能与各主体的参与行为都存

在关联[8]。参与主体的多元性就给监管的分配带来了挑战。一方面，生成式人工智能生成内容依赖每一

个主体对单独的模块负责，并且由于模块的分割，任一主体难以对其它主体负责的模块进行控制。这就

给生成内容的监管提出了更高的要求，即需要在整体上进行把控。另一方面，每个主体对生成内容的真

实与否的影响都有侧重，意味着每个主体对生成内容的贡献程度可能存在差别，因此需要据此分配不同

的注意义务，更需要对每一个主体做出具体可行的监管规定来平衡各方利益，引导生成式人工智能健康

发展。 

3.2. 人机共创模式的著作权归属困境 

明确生成式人工智能生成内容的权力归属，是规范相关主体权责统一的重要前提。生成式人工智能

生成内容可能具有相当于自然人创作作品的质量[9]。在生成式人工智能深度参与的应用场景中，人机协

同的创作模式深刻挑战了著作权制度关于创作主体、作品标准、独创性认定等方面的预设，其技术自主

性、创作过程非线性和成果生成概率性特征，都使得智能生成物的独创性判定、权利主体界定等面临系

统性的规范重构挑战[10]。从生成式人工智能生成内容的机制来讲，其不仅依赖用户输入的创造性指令，

而且取决于模型对数据的个性化编排。因此难以仅将用户作为生成内容著作权归属的唯一主体，其更类

似于人机智慧的共同成果。深层次讲，诸如数据供给方、模型设计者以及用户等都对生成内容有不同程

度的贡献，其都有可能对生成内容主张著作权的归属。在这种情况下，目前著作权的规定难以明确人机

共创模式下各主体的权力交集的解决方案。 

3.3. 生成内容侵权的归责原则选择困境 

应当看到，生成式人工智能不同于传统的网络服务，其在运行原理与责任认定方面存在一定的特殊

性[11]。生成式人工智能生成侵权内容，主要需要明确服务提供者应当承担何种责任，为此首先应当界定

生成式人工智能服务提供者的性质。有些观点认为应当对生成式人工智能服务提供者适用产品责任，虽

 
3算法黑箱(Algorithm Black Box)是指内部运行逻辑、决策依据和计算过程不透明、不可解释的算法系统——尤其是以深度学习为

代表的复杂机器学习模型，外界只能观察到输入数据和输出结果，却无法理解或追溯从输入到输出的中间推理链路。 
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然能更好地保护弱势群体的合法权益，但这种做法也可能会对生成式人工智能的发展带来不良的影响。

此外，如果适用过错责任原则，由于多个主体共同参与了生成内容的产出，那么就需要明确每个主体的

过错程度。同时，区别于传统的网络服务提供者，生成式人工智能属于人机共创输出内容，并不属于独

自提供网络信息，这就导致其可能并不适用针对传统的网络服务提供者的归责原则。 

4. 生成式人工智能生成内容侵权风险的规制路径 

新一代人工智能技术已成为大国博弈的焦点，生成式人工智能在降本增效、提高生产力方面有着深

远影响。其深刻改变了数字网络内容的生产方式，系统开发者、服务提供者与终端使用者等多方主体均

共同参与了生成内容的产出。因此应贯彻动态体系论的治理理论，对生成式人工智能生成内容的侵权风

险进行有效的规制。要构建分层治理的机制，促进多元主体共同减少虚假信息的产生与传播；要动态回

应“独创性表达”要求，找到生成内容著作权归属的解决方案；要弹性设置侵权领域内的归责原则，改

变“全有或全无”的判断标准，结合多种要素的评价来选择归责原则，实现各方主体利益的动态平衡。 

4.1. 构建能动分工的分层治理机制 

目前的监管方式已经难以适配生成式人工智能中多方主体共同参与生成内容的应用场景。在传统框

架下，责任主要集中在初始行为人身上，而在数字环境中，由于信息传播路径的多样化和参与者角色的

多重性，确定具体责任主体变得较为困难[12]。为此构建符合生成式人工智能工作逻辑的分层监管方式有

利于治理生成内容的信息失范风险。在数据层面，完善数据输入阶段的责任分配。基础模型开发者应建

立训练数据白名单与三重审查机制(来源合法性、内容安全性、完整性存证)。虚假诽谤信息的生成根源在

于数据的损害与篡改，应利用区块链技术控制生成内容的准确性和可预测性。同时生成式人工智能服务

提供者应完善信息披露体系，确保监管的可追溯性。在内容层面，完善标识监管方式，采用隐形或显性

方式对生成内容进行标注，建立分级内容审查机制(低风险时放行、中风险交叉验证、高风险 24 小时人

工复核)。通过明晰的标签来回应公众的知情权，让公众明确该网络内容来自于生成式人工智能。同时完

善内容审查义务，采取事前审查加事后处置的监管策略来尽可能阻断虚假信息的传播。在服务层面，完

善信用评价治理机制，促进生成式人工智能服务提供者自觉完善内容生成技术，惩罚与激励方式并用，

引导生成式人工智能向着生成高质量内容方向发展。在应用层面，职业用户提交生成内容合规证明，提

供生成指令日志留存至少 6 个月。在全环节，监管机构应建立标识合规性抽检机制，搭建跨平台信用评

价系统，对高风险主体实施穿透式监管。 

4.2. 规范生成内容著作权归属标准 

在实践中，对于生成式人工智能生成内容的著作权归属尚且存在争议。在“漫画《黎明的扎里亚》”

4一案中，美国版权局并未批准其版权注册，而在我国司法实践中，法院肯定了“春风图案”5属于作品。

如果依照传统的法律进路，人工智能生成物不具有可版权性的原因在于客体与主体之间存在适格的难题

[13]。因此需要对著作权中客体的定义和主体的识别进行明确。首先在客体的定义方面，由于生成式人工

智能生成内容的外在形式仍是人机共创的产物，而且生成式人工智能目前仍不属于通用型人工智能，其

不具备完全自主创作的能力，因此其产出本质上属于人类主导，机器辅助创作的内容，相当于照片作品

属于人类拿着摄像机拍出来的成果，那么生成式人工智能就不能法律拟制为著作权的归属对象。其次在

主体的识别层面，需要设立动态的权力配置模式。我们不能否定系统开发者、服务提供者在生成内容中

 
4《黎明的扎里亚》(Zaravia)是一部由 Kris Kashtanova 创作的漫画，它被认为是首部由 AI 创作的漫画。 
5正式名称为李某诉刘某侵害作品署名权、信息网络传播权纠纷案，它是我国首例“AI 文生图”著作权纠纷案。该案首次以司法

裁判形式确认 AI 生成内容可构成作品，明确使用者享有著作权，对 AI 创作相关的知识产权界定具有里程碑意义。 
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贡献。因此在具体情况下，他们可以通过合同的方式与使用者划定权益的分配。同时使用者对生成式人

工智能的干预程度决定了其对生成内容的贡献大小。对于“强人类干预型”的生成内容，表明了使用者

在深度干预下的独创性表达，为此可以考虑将使用者作为著作权归属的对象；对于“弱人类干预型”的

生成内容，由于使用者的贡献程度较低，因此可以将著作权归属于系统开发者等主体。 
具体而言，可以构建一个多维度的“人类贡献度”评估指引：创作意图主导权重 30%，考察提示词

具体性、创作目标明确度；提示词质量权重 25%，关注其创新性、细节丰富度和逻辑完整性；后续编辑

程度权重 20%，明确其修改篇幅占比、创造性修改占比；技术依赖程度权重 15%，关注其对模型的 依
赖；适用场景权重 10%，考察其是否为商业使用以及是否获利。对于总分大于或等于 70 分的情况，规定

其属于“强人类干预型”，小于 70 分的情况，规定其属于“弱人类干预型”。 

4.3. 完善生成侵权内容的过错归责原则 

在确定了生成式人工智能服务提供者不宜适用产品责任的前提下，服务提供者是否尽到注意义务是

认定过错的关键，但仍需要明确过错的判断标准。一是其有没有对训练数据尽到了合理审核的义务，但

由于训练数据过于庞大，因此不应对其设置过重的审核义务；二是其针对明显侵权的生成内容是否尽到

了采取了必要的措施。首先应当建立信息过滤机制，识别明显的侮辱、暴力词句并禁止该内容的生成，

其次在生成内容已造成侵权的情况下，服务提供者应当采取相应的措施防止损害结果的进一步扩大；三

是其应当遵守有关监管规定，根据《暂行办法》以及《基本要求》的规定，服务提供者在数据收集、数据

处理、内容标识、算法训练、内容生成、信息披露等全过程中，应当履行一系列注意义务[14]。如果服务

提供者违反了相关的监管规定，那自然可以认定其对生成的侵权内容具有过错。但总体来讲，生成式人

工智能技术本身仍在不断发展完善，所以应当随着其技术的发展动态地调整过错的判断标准。在司法实

践中，法官应该凭借现有的技术标准来判断服务提供者是否具有过错，在现有技术难以避免侵权内容生

成的情况下，自然不能过分追究服务提供者的责任，但需要服务提供者对系统性风险采取更高程度的风

险防范措施[15]。另一方面也需要考虑应对侵害的成本，包容审慎的态度是促进生成式人工智能技术快速

安全发展的关键，如果服务提供者采取应对侵害发生的措施成本过重，以至于超出了生成的侵权内容所

造成的损害，那么也不应认定其具有过错，否则不利于生成式人工智能技术的良性成长。 
建立具体注意义务清单，明确服务提供者在数据、算法和内容审核方面的注意义务：在数据层面，

训练数据来源需核查授权证明，数据安全保障要求实施匿名化处理；在算法层面，披露算法运行原理、

局限性，建立偏见纠正机制；在内容审核方面，建立禁止生成内容清单，对医疗、金融等专业内容添加

风险提示，接到侵权通知后 24 小时内采取删除/屏蔽措施，留存处置记录至少一年。 

5. 结语 

生成式人工智能作为新一代人工智能的典型代表，已成为衡量一个国家科技水平的重要指标之一。

但是由于生成式人工智能技术的特殊性，传统的法律体系已难以精准规范该项技术，难免会有信息失范、

著作权虚置、救济不明的风险的发生。多元主体审查复杂性的监管困境、人机共创模式的著作权归属困

境、生成内容侵权的归责原则选择困境要求我们需要贯彻动态体系论的治理理论，构建能动分工的分层

治理机制，规范生成内容著作权归属标准，完善生成侵权内容的过错归责原则，来引导生成式人工智能

技术的健康发展。 
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