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摘  要 

科技飞速发展，人工智能广泛渗透于社会各领域。市场需求扩张与科技创新推动人工智能市场规模显著

增长。在此背景下，一系列问题引发深入探讨。一方面，随着机器智能化与社会互联性增强，人工智能

是否具备部分人格与意识、能否在民法上承担部分责任存疑。例如人工智能诊疗设备致患者伤害、自动

驾驶汽车算法故障引发车祸等情况，现有法律未明确责任主体。另一方面，人工智能与私人生活关联紧

密，其在民法中的地位亟待明确。同时，动物责任追偿问题与之有相似性，传统物的二分法或难以满足

新时代物的保护与侵权责任赔偿要求，是否赋予动物“准主体”地位值得思考。综上，以人工智能与动

物为例，补充我国现行物权体系势在必行。本文基于保持其客体地位、不随意扩张法律人格的立场，开

展法理论证与体系扩充。 
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Abstract 
With the rapid development of technology, artificial intelligence is extensively penetrating various 
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sectors of society. Market demand expansion and technological innovation are driving significant 
growth in the AI market. Against this backdrop, a series of issues have prompted in-depth discus-
sion. On one hand, as machine intelligence and social interconnectedness increase, it is questiona-
ble whether AI possesses certain personality traits and consciousness, and whether it can bear 
some responsibility under civil law. For example, in cases where AI medical devices cause harm to 
patients or algorithm failures in autonomous vehicles result in accidents, current laws do not 
clearly define the responsible party. On the other hand, AI is closely linked to private life, and its 
status under civil law urgently needs clarification. At the same time, issues related to liability for 
animals bear a similar resemblance; the traditional binary classification of objects may be insuffi-
cient to meet the demands for protection and tort liability in the new era, making it worth consid-
ering whether to grant animals a “quasi-subject” status. In summary, taking AI and animals as ex-
amples, it is imperative to supplement the current property rights system in China. This paper, 
based on the stance of maintaining their status as objects and not arbitrarily expanding legal per-
sonality, conducts legal theoretical reasoning and system expansion. 
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1. 人工智能或动物为什么不能是民法上的主体 

1.1. 从权利角度分析 

法律运行的整个过程就是围绕权利和义务这两个核心内容展开的，“确定权利和义务的界限，安排

权利和义务的分配，处理权利和义务的纷争，保障权利和义务的实现，是法律最基本的任务[1]。” 
从权利的构成分析：权利的构成包括伦理、规范、基础、本体四个根本要素，分别对应的是社会评

价的正当性、社会规范的认同和保障、主体的肯定性利益能力以及主体的行为意志自由。 
主要以构成中的本体要素为例，付子堂曾做过这样的表述，“主体的行为意志自由是权利的本体即

本质要素。自由是权利的核心部分，主体的利益、权能必须通过权利主体的自由行为来实现。”权利是

法律所规定的，而法律在主体角度来讲，是主体在自由意志的指导下，对自身行为的规范与遵循，只有

可以自由选择控制自己的行为，才能有效地遵循法律的指引，才能充分地享受法律所带来的权利。而人

与动物的最大差别就是是否有意志，可否进行独立的思考，动物很容易被排除在外，但是，就其本质而

言，人工智能是对人的思维信息过程的模拟。 
人类思维模拟有两条路径：结构模拟，即仿造人脑机制制造类脑机器；功能模拟，即从人脑功能过

程入手。现代计算机是对人脑思维信息过程的功能模拟，可见人工智能并非人的智能[2]。目前而言，它

只是对人类思维的模拟与复现，是模仿品而非创造者；或许科技是指数型成长的，未来的人工智能可以

突破瓶颈，完全拥有自己的思维，但对人工智能的限制的呼声却是历久弥新，早在 20 世纪俄罗斯著名科

幻小说家阿西莫夫就提出了著名的机器人三原则即：第一法则，机器人不得伤害人类，或因不作为(袖手

旁观)使人类受到伤害。第二法则，除非违背第一法则，机器人必须服从人类的命令。第三法则，在不违

背第一及第二法则下，机器人必须保护自己。第零法则，机器人不得伤害人类这族群，或因不作为(袖手
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旁观)使人类这族群受到伤害。在此基础上又延伸出了人工智能三大原则，虽然三大原则各不相同，但总

体来说还是大同小异，基本内涵就是要保护人类利益，要保持透明度，这里保护人类的利益既包括不主

动伤害人类，更包括不被动的压缩人类生存空间等行为，如过度抢占人类劳动岗位等，诸如此类限制，

很难确保未来人工智能可以有完全的自主思考能力，更何谈自由享有权利[3]。 
些许反对者可能认为，一些民法上的没有行为能力的自然人如：如幼儿、痴呆患者、植物人和精神

病人，仍然享有法律人格，仍然是权利主体，而在与人沟通方面，人工智能或某些动物的表现不逊于以

上自然人。因此，尽管动物可能缺乏意志能力和行为能力，但许多国家的法律已经认识到这一点，并通

过制定保护法规来确保动物享有权利，如英国、瑞士和法国等国家的动物保护法。但需要注意的是，这

类自然人通常是有法定的或其他方式确定的代理人，来作为自己行为的执行者，利益的守护者，社会上

与他们的代理人，对于他们的利益也是普遍认可的，他们自身也可以在一定程度上对利益做出反应。而

且，法律是人制定的，只要是属于人类的范畴都应当平等地受到保护，这也是民法上平等原则的体现。 
因为权利与义务是对等的，没有纯粹的权利，也没有单纯的义务，既然在权利方面已经排除在外，

义务问题便不再讨论。 

1.2. 基于现行主体地位视角对人工智能地位之探讨 

针对关于智能机器人，特别是类人智能机器人是否具有法律人格以及可能具备何种法律人格的问题，

学术界和法律界进行了深入探讨。，需对上述有关人格的基础概念展开比较分析，使其与相关概念相契

合，方可化解该问题。 
其一，智能机器人不具备自然人格，亦不具备法人的拟制人格。这是由于智能机器人既非自然人，

亦非法人或非法人组织，故而无法运用自然人格和拟制人格来明确其在民法中的地位。 
其二，虚拟人格并非一个严谨的民法概念。同时，虚拟人格具有特定指向，即指自然人于网络虚拟

空间开展隐名活动时所虚拟的人格，这种虚拟人格是自然人格在网络虚拟空间的延伸，人工智能显然不

具备此类属性。 
其三，电子人格是欧盟委员会法律事务委员会所提出的概念，旨在确保智能自主机器人受到法律约

束。该委员会建议，将最先进的自动化机器人的身份定位为“电子人”，并赋予它们特定的权利与义务。

此外，建议为这些智能自动化机器人设立一个登记册，以便它们能够开展纳税、缴费等公民活动，并为

法律责任开设资金账户。然而，这在我国并不具有现实可行性，且在外国也未得到政府及多数人的认可。 
在民法社会中，尽管民事权利的主体和客体是构成法律关系的两大基本要素，但它们之间存在着明

确的界限[4]。主体指的是能够参与民事法律关系、享有权利和承担义务的自然人、法人及其他组织，而

客体则是指民事权利和义务所共同指向的对象，如物、行为、智力成果和人身利益等。凡是人以外不具

备精神、意识的生物均归属于物，属于权利的客体。尽管当代主客体之间的这种不可逾越的界限正在发

生动摇，但智能机器人并非具有生命的自然人，也不同于具有独立意志且作为自然人集合体的法人、非

法人组织，甚至也并非不具备精神、意识的其他生物。因此，认可其享有法律主体资格仍不切实际。  

2. 人工智能在诉讼中可能存在的问题 

2.1. 人工智能侵权责任主体的分配 

人工智能的责任分配相较于其他的物件致人损害，有一个特点，便是责任的承担主体呈现多元化且

彼此对立的趋势，在一般情形下，工厂中，如果发生用工纠纷，可以按照用工责任来分配，在交通事故

中也有一套相对健全的追责体系，但随着人工智能的加入，我们就要做多重考虑，是否事故的引起是因

为人为的操作事故，还是人工智能生产厂家的程序问题抑或是政府规章、行业规范不健全造成管理乱象，
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造成了损失的发生；人工智能的另一大特点，即自主学习能力也是我们要考虑到重要标准，人工智能模

型一旦建立联网，就可以自主地结合网络进行学习，机器人自主学习而做出反应，损害他人利益后，是

否可以脱离生产公司而完全独立，由使用者承担责任[5]。 
除此之外，人工智能又有生成式人工智能这一类别：生成式人工智能不会对用户的生命权、身体权

或者健康权造成严重损害，也不会给用户造成重大财产损失，因此与传统侵权法中的产品责任不同。生

成式人工智能与网络侵权并不完全相同，一般人工智能所生成的内容除使用者主动外，不会进行网络传

播，但人工智能很有可能根据使用者所提供的侵犯他人权益的信息来生成结果，或者生成的结果会侵害

他人合法权益，如深度生成(deepfake)就是对现实的真实模拟，甚至可以达到以假乱真的地步。这种情形

下，侵权具有隐蔽性，侵害程度也难以证实，都给责任的承担与分配带来问题。 
总体来说，人工智能侵权责任仍然适用侵权责任，虽然行为实施者是人工智能，但其所代表的背后

的开发者与生产商却是民法上实在的主体，人工智能的侵权实际仍是人的侵权，即智能机器人的人工类

人格不是法律意义上的人格，因而为智能机器人设置的民事责任就不是机器人的责任，而是智能机器人

致人损害时的背后的人的责任。在侵权的场合中，我们有了另外一种请求权，即要求人工智能生产方承

担产品责任，其余的责任追偿方式不变。 

2.2. 人工智能侵权责任归责原则 

上文中我们讨论了在人工智能侵权案件中可能涉及的主体，包括智能使用或所有人，智能开发者以

及政府等。不同的主体也应该对应不同的追责方式，才能满足人工智能时代下，追偿的多样化需求，能

更加及时地解决诉讼纠纷。 
涉及人工智能的侵权，相较于其他侵权类型，多了一个可追偿主体，即人工智能的生产方。基于上

文讨论，我们仍将其定性为产品侵权责任，因此归责原则为无过错责任，这是最为严苛的责任类型[6]。
产品责任适用无过错责任原则，即只要产品存在缺陷并造成损害，无论设计者、生产者或销售者是否存

在过错，均应承担损害赔偿责任。这种归责方式的优点在于，具备更高赔付能力的公司能够提升纠纷解

决效率，同时避免其他主体因赔付陷入经济困境，还能督促人工智能生产方严格自律，确保产品在投放

市场前经过严格把控。 

2.3. 人工智能侵权发生后生产方责任承担主体 

依据《中华人民共和国侵权责任法》(注：现为《民法典》侵权责任编)相关规定，产品责任的责任主

体明确为生产者与销售者，这一核心规则同样适用于人工智能机器人这类特殊产品。但人工智能作为高

科技成果，具备高度专业性与技术复杂性，其系统设计环节的重要性显著凸显，由此引发疑问：人工智

能系统的设计者是否应成为独立的外部责任主体？ 
结合实践逻辑与法律原理，责任归属需依据问题出现的具体环节精准判定，但必须明确区分企业外

部侵权责任与内部追偿权：若问题出现在设计、组装等生产环节，外部侵权责任应由生产者统一承担，

而非个体设计师；若问题产生于运输或销售阶段，则由销售者对外承担相应责任。对于人工智能的架构

缺陷或自主学习引发的损害，表面看似与设计环节直接相关，但在公司化运营背景下，设计师的设计行

为属于职务行为，其劳动成果归属于企业，相应的风险与责任也应由企业(生产者)对外承担，个体设计师

不应直接成为受害人主张权利的对象，仅在开源算法等独立开发者场景下，独立开发者才需作为外部责

任主体承担过错责任。 
尽管人工智能具备自主学习能力，部分损害可能超出最初设计的预期范围，但这并不改变责任归属

的核心逻辑：生产者作为产品责任的法定主体，理应在产品研发阶段建立完善的风险防控机制，要求设
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计团队对人工智能的进化边界、安全阈值进行充分预判与限制(如设置禁止性指令)，若因设计环节的疏漏

导致损害，生产者需先向受害人承担全部赔偿责任，之后可依据内部管理约定或设计师的过错程度，向

设计师行使内部追偿权。这种“外部统一担责 + 内部过错追偿”的模式，既符合《民法典》关于职务行

为责任归属的基本规则，也能避免因设计师赔付能力不足导致受害人权益无法实现，同时通过内部追偿

倒逼设计团队尽到审慎注意义务。 
实践中存在特殊情形需单独考量，例如韩国某机器人伤人事件[7]：某机器人制造企业的技术人员在

庆尚南道一农产品中心检查起重机器人传感器时，机器人因故障误将其识别为货物并夹伤，最终导致该

技术人员抢救无效离世。此案中，若机械臂故障源于设计缺陷或企业未履行定期维护义务，从外部责任

来看，技术人员或其近亲属可依据产品侵权向企业主张赔偿(企业既是生产者也是用人单位)；同时，技术

人员在工作时间、工作场所因工作原因受伤，符合工伤认定条件，可依法享受工伤保险待遇，两种救济

路径并行不悖。但无论何种救济方式，均无需个体设计师直接对外承担责任，企业承担赔偿责任后，若

查明故障确因设计疏漏导致，可向内部设计团队行使追偿权；若因企业未履行维护义务导致，则由企业

自行承担全部责任。 

2.4. 人工智能侵权后的责任形态 

对于人工智能侵权，我们就要考虑，侵权形态如何，是与当事人加害一方共同承担责任，还是由制

造商单独承担责任，抑或是承担不真正的连带责任，先有方便受害方追偿的一方进行赔付后，再由加害

人与生产者之间追偿，在上文中，我们已经讨论了生产商还可以再细化为三个主体，人工智能的侵权是

可以不归咎于加害人，而由人工智能设计师来承担责任的，这就说明，人工智能的侵权实则是可以套用

一般产品责任来解决，主要责任形态是不真正连带责任，依据《中华人民共和国民法典》第一千二百零

三条，被侵权人可向生产者或销售者索赔。生产者造成缺陷的，销售者赔偿后可追偿；销售者过错导致

缺陷的，生产者赔偿后可追偿。人工智能侵权与之唯一的不同便是在销售者与生产者之间，加入了一个

新的责任主体，即设计师。 
但是，鉴于设计师一般受雇于生产者，对生产者具有人身依附性，笔者认为，此时的设计师应为再

追偿主体，是在销售者或者生产者完成赔付后，由销售者或者生产者进行追究，而不应该纳入受害者的

追偿对象之中，原因在于，设计者一般是受雇于生产公司，如何雇佣、工作形式与团队协作安排均属于

公司内部事务，一般不会对外公开，具有隐蔽性；其次，设计师赔付能力相较于公司一般会有较大差距，

受害人要找到准确设计者并完成追偿，难度更大。将设计师置于前端的目的，更多的是表示性意义，标

志着人工智能就是一般“产品”[8]。 

2.5. 人工智能侵权的免责事由 

在上述篇幅的叙述中，我们已经得到了将人工智能侵权拟制为一般产品责任这一规定，既然是一

般侵权就必然存在着免责事由，那么作为拟制的产品责任，是否也存在着产品责任特有的免责事由，

即发展风险原则：生产者能够证明将产品投入流通时的科学技术水平尚不能发现缺陷存在的，可以免

除责任。一般来说，人工智能产品已经适用了大量的产品责任的规定，而其本质也相当于一般产品，适

用发展风险原则也是应有之义，但是，并不是说我们可以不加以防范，对人工智能未来发展做出详尽

模拟，并对可能出现的问题进行规范与限制，购买商业保险，对未来可能发生的风险提供充足保障，人

工智能不同于一般实体产品销售后很难再追踪服务，人工智能是软件与物结合作业，在保护使用者隐

私的前提下，开发者可以在后台实时关注人工智能发展情况，并及时修复问题或更新版本，以提供更

好的保障。 
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3. AI 产品与动物危险源的归责逻辑异同分析 

二者归责逻辑在核心原则、责任主体等方面存在共性，却因“产品属性”与“危险源属性”的本质差

异，在归责细节、免责事由等方面呈现明显不同。 

3.1. 归责逻辑的共性 

核心归责原则一致，均以无过错责任为基础。AI 作为产品，适用产品责任的无过错原则，只要产品

存在缺陷并造成损害，生产者、销售者无论有无过错均需担责；动物作为危险源，饲养人或管理人承担

无过错责任，无需证明自身存在疏忽，只要动物致人损害即需负责，这一逻辑均契合“风险控制者担责”

的公平理念。 
责任主体均指向“实际管控者”。AI 侵权的核心责任主体是生产者、销售者，他们对产品的设计、

生产、流通全程具有管控能力；动物侵权的责任主体是饲养人或管理人，他们直接掌控动物的饲养、照

料与管束，二者均未将 AI 或动物本身列为责任主体[9]。 
均认可第三人过错的责任转移。若损害完全因第三人行为导致(如第三人恶意改装 AI、故意挑逗动

物)，且核心责任主体已尽到合理管控义务，可由第三人承担主要或全部责任，核心责任主体无需担责或

减轻责任。 

3.2. 归责逻辑的差异 

1. 归责原则的适用范围与特殊情形 
AI 产品责任：以无过错责任为绝对主导，仅在设计缺陷、警示缺陷等特殊情形下，部分国家会结合

过错因素调整，但我国法律明确产品责任统一适用无过错责任，无额外特殊归责例外。 
动物致害责任：以无过错责任为一般规则，同时存在明确特殊情形：禁止饲养的烈性犬等危险动物

致害，适用更严格的绝对责任(受害人过错亦不免责)；动物园动物致害则适用过错推定责任，动物园需自

证已尽管理职责方可免责。 
2. 责任主体的层级与追偿链条 
AI 产品责任：责任主体呈现多元化层级，外部有生产者、销售者承担不真正连带责任，被侵权人可

任选其一索赔；内部存在生产者向设计者、零部件供应商的追偿链条，且设计者仅作为内部责任主体，

不直接对受害人负责。 
动物致害责任：责任主体相对单一，仅饲养人或管理人作为直接责任主体，不存在多层级外部责任

主体，也无复杂的内部追偿关系，责任承担更为直接。 
3. 免责事由的具体适用 
AI 产品责任：核心免责事由是“发展风险”，即投入流通时的科技水平无法发现缺陷，但需同时证

明已建立产品追踪、监测机制；此外，受害人故意破解安全防护系统、违反明确警示操作，可减轻或免

除责任。 
动物致害责任：主要免责事由是受害人故意或重大过失(如故意挑逗、私自闯入饲养区域)，且免责适

用更为直接，无需附加额外举证义务；第三人过错导致损害时，饲养人或管理人在证明自身无过错后即

可完全免责[10]。 
4. 损害发生的因果关系认定 
AI 产品责任：因果关系认定复杂，需证明损害与产品缺陷直接相关，而 AI 的自主学习、算法黑箱

等特性可能导致缺陷追溯困难，因果关系链条更隐蔽。 
动物致害责任：因果关系认定简单直接，通常以动物的攻击、惊吓等行为与损害结果之间的直接关
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联为依据，无需复杂技术鉴定即可确认。 
综上，AI 产品责任与动物致害责任的归责逻辑，均围绕“风险管控”核心构建，通过无过错责任实

现对受害人的充分保护。但 AI 的“人造产品属性”使其责任体系更注重多层级风险分担与技术特性适配，

而动物的“自然危险源属性”使其责任规则更侧重直接管控者的义务与特殊风险的加重责任。 

4. “特殊物”定性下 AI 侵权责任的特殊规则设计 

将 AI 定性为“特殊物”，核心在于其兼具“产品的人造属性”与“自主学习的动态属性”，既区别

于传统动产与不动产，也与普通产品存在本质差异。基于《民法典》侵权责任编的现有框架，需针对 AI
的特殊性设计专属免责事由与赔偿范围规则，既保障技术创新空间，又实现对受害人权益的全面保护，

契合“特殊物特殊规制”的法理逻辑[11]。 

4.1. AI 侵权的特殊免责事由设计 

免责事由的核心功能是平衡责任主体的风险负担与社会公共利益，AI 作为“特殊物”，其免责事由

需兼顾技术发展的不确定性与责任主体的管控义务，避免“过度追责抑制创新”或“责任空缺损害公平”

的双重困境[12]。 
1. 发展风险抗辩的限制性适用 
发展风险是产品责任中经典的免责事由，指产品投入流通时，依当时的科学技术水平无法发现缺陷

存在，生产者可据此免除责任。但 AI 作为“软件 + 硬件”结合的特殊物，具有可升级、可追踪、自主

学习的特性，若完全适用传统发展风险抗辩，可能纵容生产者怠于履行技术监测与风险防范义务，因此

需设置三重限制条件： 
一是技术预见义务举证要求，生产者需证明产品投入流通时自身已尽行业普遍认可的技术检测义务，

且整个行业技术水平未达发现该缺陷的程度，“技术水平”结合行业标准、学术研究成果、权威技术机

构鉴定意见判断，如某 AI 诊疗设备投入流通时已有相关学术论文指出类似风险或同行业其他企业已防

控，则不得主张免责；二是持续管控义务附加要求，因 AI 产品投入流通后缺陷可能因自主学习、数据交

互产生或显现，生产者需建立完善的实时监测、风险预警与版本更新机制，包括在保护隐私前提下追踪

运行状态与算法迭代、制定应急预案、履行合理期限技术支持义务，未履行则不得主张免责；三是风险

分担配套要求，为避免受害人求偿无门，生产者需通过商业保险、风险基金等建立风险分担机制，主张

免责时需证明已为产品投保或向风险基金缴费，以保障受害人获救济，此要求兼顾生产者抗辩权与受害

人权益保护。 
2. 受害人过错的具体认定规则 
受害人过错是侵权责任的通用免责事由，但 AI 作为“特殊物”，其操作具有专业性、交互具有复杂

性，需明确受害人过错的具体情形与认定标准，避免责任主体滥用该事由规避责任： 
受害人故意的界定：受害人故意是完全免责事由，需限定为明知行为会导致 AI 侵权损害仍追求或放

任结果发生。包括故意破解 AI 安全系统、篡改程序数据致其失控，或违反禁止规定实施危险操作且与损

害有直接因果关系[13]。例如非法改装自动驾驶汽车突破限速导致事故，属受害人故意，生产者可免责。 
受害人重大过失的认定：受害人重大过失指其未尽普通人注意义务且过失是损害主因，可减轻责任。

认定需结合产品警示、操作难度和用户认知：一是忽视说明书或明确警示而进行危险操作；二是在收到

风险预警后未采取补救措施。例如，操作人员未按规定佩戴防护装备致伤可认定重大过失。但若产品警

示模糊或设计存在安全隐患，即使受害人有过失也不得减轻责任。 
3. 第三人单独过错的免责适用 
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第三人过错是指因第三人的独立行为导致 AI 侵权损害，责任主体在证明自身无过错且已尽到合理管

控义务后，可完全免责。AI 作为“特殊物”，其第三人过错主要表现为第三人的恶意攻击、非法改装、

数据污染等行为，具体适用需满足以下条件： 
一是第三人行为具备独立性，即损害完全由第三人故意或重大过失导致，与 AI 产品缺陷及责任主体

管控义务履行情况无关，如第三人用黑客技术侵入 AI 智能家居系统致火灾，若生产者有标准防护措施且

事后协助调查可免责；二是责任主体要证明无过错，需证明其已尽合理安全保障义务，涵盖设置安全防

护技术、定期检测修复漏洞、开展用户安全使用培训等，若未履行则需与第三人担连带责任；三是救济

路径要明确，责任主体主张免责时需向受害人提供第三人信息与证据，若故意隐瞒或阻碍维权，即便有

第三人过错也不得免责。 

4.2. AI 侵权的特殊赔偿范围界定 

AI 作为“特殊物”，其损害后果具有“技术关联性、损失隐形化、影响扩大化”的特点，传统侵权

赔偿的“填平性原则”已难以全面覆盖受害人损失。需在《民法典》第一千一百八十二条至第一千一百

八十四条的基础上，拓展赔偿范围，细化计算标准，实现对受害人的充分救济。 
1. 直接损失的拓展与认定 
直接损失是指因 AI 侵权直接导致的财产减少或人身损害，需结合 AI 的技术特性，将以下两类损失

纳入直接赔偿范围： 
一是数字资产损失属直接损失，包括基于 AI 产生的原始数据资产(如企业采集分析的客户、生产数

据，赔偿按数据采集、存储成本及商业利用价值综合计算)、依托 AI 运行的虚拟财产(如游戏账号、数字

藏品、虚拟货币等，赔偿参照市场交易价或评估鉴定意见)、AI 产品本身价值损失(含硬件维修、软件修

复升级费用，无法修复则赔偿重置费用)。二是人身损害的特殊延伸损失指 AI 侵权致人身损害时，除常

规赔偿外的两类损失，一为技术依赖型损失(如依赖 AI 辅助生活的残疾人因故障聘请护理人员的费用)，
二为数据隐私泄露衍生的人身损害损失(如生物信息泄露引发的身份冒用损失、精神困扰治疗费用等，结

合信息敏感程度、传播范围和实际影响认定) [14]。 
2. 间接损失的明确与量化 
间接损失是指因 AI 侵权导致的可得利益减少，AI 的广泛应用性与高效性使得间接损失往往大于直

接损失，需明确其赔偿范围与量化标准： 
企业用户因 AI 侵权可能遭受经营利益和信赖利益损失，责任主体应予以赔偿。经营利益损失包括生

产经营中断、商业机会丧失等，如 AI 生产设备故障致工厂停工，损失按停工期间平均营业收入、生产成

本、预期利润综合算；AI 营销系统缺陷致推广失败，损失参照同类活动平均收益或合同违约金定。经营

利益损失赔偿以“可预见性”为前提，损失金额需财务数据、行业标准佐证。信赖利益损失指用户因信

赖 AI 输出结果，AI 缺陷提供错误信息或建议致其受损，如 AI 投资顾问建议错误致用户亏损，按合理投

资回报率与实际亏损差额算赔偿；AI 诊疗设备误诊致患者延误治疗，结合正确诊断治疗效果、患者预期

寿命、收入水平定损失。信赖利益损失认定需用户对 AI 信赖合理，AI 宣传有相应智能服务能力且用户

尽注意义务，且损失与 AI 缺陷有直接因果关系，排除其他干扰因素。 
3. 精神损害赔偿的特殊适用 
AI 作为“特殊物”，其侵权行为可能通过技术手段对受害人的人格权造成特殊侵害，进而引发精神

损害，需明确精神损害赔偿的适用情形与计算标准： 
适用情形界定：一是 AI 伪造不雅视频或虚假言论侵害肖像权、名誉权，造成严重精神损害；二是 AI

泄露私密照片、医疗记录等隐私，导致受害人社会评价降低或心理压力过大；三是 AI 设备缺陷损毁家庭
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重要影像等情感载体，引发情感痛苦。精神损害赔偿需以严重精神损害为前提。 
计算标准考量：确定赔偿金额需综合判断：一是侵权行为恶劣程度，如伪造内容传播范围或隐私敏

感度；二是责任主体过错程度，如明知缺陷未补救或故意隐瞒；三是受害人个体差异，如社会地位、心

理承受能力及损害影响；四是当地经济水平，确保赔偿合理且符合实际。 
4. 惩罚性赔偿的有限适用 
惩罚性赔偿的功能在于惩戒严重侵权行为、预防类似行为发生，AI 作为“特殊物”，其潜在风险较

大，需有限适用惩罚性赔偿，以强化对责任主体的约束： 
AI 侵权适用惩罚性赔偿需满足三个条件：一是责任主体存在故意或重大过失；二是造成严重损害后

果；三是行为具有违法性，违反相关法律强制性规定。 
惩罚性赔偿金额设定需平衡惩戒效果与责任主体承受能力。可参考标准：以直接与间接损失总和为

基数，按过错程度确定 1~5 倍赔偿比例；设置最高限额，参照销售额、注册资本或净资产，避免破产影

响行业发展；惩罚性赔偿与补偿性赔偿并行，确保受害人损失充分弥补。 

4.3. 规则适用的衔接与保障机制 

1. 与《民法典》侵权责任编现有规则的衔接 
AI 侵权的特殊免责事由与赔偿范围规则，并非脱离《民法典》侵权责任编的独立规则，而是在现有

框架下的补充与细化：一是特殊免责事由需以《民法典》第一千一百七十三条(受害人过错)、第一千一百

七十四条(第三人过错)为基础，针对 AI 的特殊性增设限制性条件，不得与基本原则冲突；二是赔偿范围

需在《民法典》第一千一百八十二条至第一千一百八十四条的基础上拓展，确保直接损失、间接损失、

精神损害赔偿的认定与现有规则保持逻辑一致；三是惩罚性赔偿需严格遵循《民法典》第一千一百八十

五条的立法精神，仅适用于法律明确规定的情形，不得任意扩大适用范围。 
2. 配套保障机制的构建 
为应对 AI 侵权问题，需构建多维度机制。一是技术鉴定机制，鉴于 AI 侵权专业性强，缺陷认定、

因果关系判断和损失量化依赖专业技术鉴定，应建立由计算机科学、法学、经济学等多领域专家组成的

专门 AI 侵权技术鉴定机构，制定统一鉴定标准与流程，保障鉴定意见客观权威。二是证据保全机制，因

AI 算法黑箱、数据易篡改等特性可能致证据灭失，受害人可在诉前向法院申请证据保全，法院责令责任

主体提交算法文档、运行日志、数据备份等关键证据，并明确责任主体不得删除、篡改，否则担责。三是

风险分担机制，鼓励责任主体投保 AI 产品责任保险，扩大保险覆盖范围至数字资产损失、间接损失等；

政府引导设立 AI 侵权赔偿基金，对无法获充分救济的受害人补充补偿，形成“保险 + 基金”双重风险

分担机制[15]。 
综上所述，将 AI 定性为“特殊物”后，《民法典》侵权责任编的特殊规则设计需围绕其“动态性、

技术性、关联性”的核心特征展开。在免责事由方面，通过对发展风险抗辩的限制性适用、受害人过错

与第三人过错的明确认定，平衡技术创新与风险管控的关系；在赔偿范围方面，拓展直接损失至数字资

产与特殊人身延伸损失，明确间接损失的量化标准，规范精神损害赔偿与惩罚性赔偿的适用，实现对受

害人权益的全面保护。同时，通过与现有规则的衔接及配套保障机制的构建，确保特殊规则能够落地实

施，为 AI 技术的健康发展提供坚实的法律保障。 
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