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摘  要 

数字时代人工智能在法律领域的广泛应用，正深刻改变法律服务模式，同时也对律师职业伦理形成新的

挑战。传统伦理准则面临数字适应性危机，突出表现为技术效率与伦理价值之间的冲突，具体涉及AI自
主性与律师主体性的矛盾、数据运用对保密义务的冲击、算法缺陷对程序正义的影响等方面。这些挑战

进一步衍生出主体性危机、算法偏见与黑箱操作、律师–客户关系重构以及市场竞争伦理等问题。为应

对挑战，需要在规范层面更新职业行为准则，在法律教育中融入科技伦理内容，在律所内部建立技术伦

理审查机制，并完善行业监管体系，以实现技术进步与伦理价值之间的平衡，切实维护当事人权益与司

法公正。 
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Abstract 
The widespread application of artificial intelligence (AI) in the legal field during the digital age is 
profoundly transforming legal service models, while simultaneously posing new challenges to legal 
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professional ethics. Traditional ethical codes are facing a crisis of digital adaptability, primarily 
manifested in the conflict between technological efficiency and ethical values. This includes ten-
sions between AI autonomy and lawyer agency, the impact of data utilization on confidentiality ob-
ligations, and the effects of algorithmic flaws on procedural justice. These challenges further give 
rise to issues such as a crisis of agency, algorithmic bias and black-box operations, the restructuring 
of lawyer-client relationships, and market competition ethics. To address these challenges, it is nec-
essary to update professional conduct rules, integrate technological ethics into legal education, es-
tablish internal technical ethics review mechanisms within law firms, and improve the regulatory 
system. The ultimate goal is to achieve a balance between technological advancement and ethical 
values, thereby safeguarding client rights and judicial justice. 
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1. 引言 

数字时代浪潮重塑法律服务形态，人工智能推动法律领域从传统人工向智能化转型，这不仅关乎技

术应用，更触及法律职业核心伦理，引发律师职业伦理在数字时代定位与重构的深层思考。 
当前，人工智能在法律领域的应用已多元化、深度化：智能合同审查系统效率远超人工，法律咨询

机器人可提供标准化解答，预测性裁判系统准确率颇高。这些应用改变了法律服务模式，也对传统律师

功能定位构成根本挑战。从深层看，这是法律职业对技术文明的回应，需从被动防御转向积极建构，相

关研究兼具风险防范与法治创新价值，对维护司法公正、保障人权意义重大。 
然而，技术进步与伦理规范的冲突日益凸显，传统律师伦理准则面临数字适应性危机。一方面，AI

法律服务的便捷性等优势将冲击“万金油”律师及辅助从业群体，推动行业再职业化；另一方面，技术

效率与伦理价值的冲突具体表现为三方面：其一，AI 自主性与律师主体性存在矛盾，如 ROSS 系统的算

法“黑箱”与律师主导决策的传统伦理相悖[1]；其二，数据驱动特性加剧客户信息泄露风险，某法律 AI
平台曾因漏洞导致数万份案件材料外泄[2]；其三，算法缺陷可能损害程序正义。因此，重构适配数字时

代的法律职业伦理体系迫在眉睫。 

2. 律师职业伦理的核心范畴 

2.1. 保密义务 

保密义务是律师职业伦理的基石性原则，其核心在于确保律师与客户之间的信任关系。美国《律师

职业行为示范规则》第 1.6 条明确规定，律师不得泄露与代理客户有关的信息，除非获得客户同意或存

在法定例外情形 1。从律师职业伦理维度来看，保密义务是构建律师与客户信任关系的核心支柱。其深

层伦理价值不仅在于维护客户自由表达的权利，更在于通过保障信息披露的安全性，使律师能够基于

完整事实，运用专业知识为客户提供精准、有效的法律支持，进而实现司法公正的最终目标。但随着数

字化浪潮席卷法律行业，传统保密模式遭遇了严峻挑战。电子文档的广泛使用、线上会议的常态化，使

 
1Model Rules of Pro. Conduct r. 1.6 (Am. Bar Ass’n 2023). 
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得信息存储、传输与共享的方式发生根本性变革。云端存储的安全漏洞、电子设备的数据窃取风险，以

及网络通信中的信息拦截隐患，都为律师保密工作带来了新的风险点。同时，人工智能技术在法律领

域的应用，也让客户信息面临被算法误读、数据过度挖掘等潜在危机，使得保密义务的履行边界和责

任认定变得更为复杂。这些变化不仅考验着律师的职业操守，也对现有的保密制度和技术防范手段提

出了更高要求。 

2.2. 利益冲突规避原则 

利益冲突规避原则要求律师在代理过程中避免出现损害客户利益的利益冲突情形。《中华人民共和

国律师法》第三十九条规定，律师不得在同一案件中为双方当事人担任代理人，不得代理与本人或者其

近亲属有利益冲突的法律事务。这一原则的伦理价值深植于法律职业的核心精神，旨在维护律师代理的

公正性和独立性，确保法律天平不被私利或不当关联所撼动。在传统执业模式下，利益冲突的识别与处

理高度依赖律师个人的专业敏感度和行业积累的实践智慧。资深律师往往通过细致审查客户名单，敏锐

捕捉不同委托人间潜在的商业竞争、股权关联或诉讼对立关系；同时，依据自身对业务领域的深刻理解，

预判不同案件可能产生的利益交集。这种依赖人工判断的模式，虽然彰显了律师的专业能动性，但也不

可避免地存在主观性过强、标准不统一的弊端。 
随着人工智能时代的浪潮席卷法律行业，越来越多的律师事务所开始引入 AI 系统进行利益冲突检

索，试图以技术手段弥补人工审查的不足。这些 AI 系统通过构建庞大的数据库，将客户信息、案件细节、

交易记录等数据进行整合分析，能够在短时间内完成海量数据的交叉比对。然而，算法的局限性使得这

一技术革新暗藏隐患。AI 系统的冲突识别逻辑依赖于预设的规则和历史数据模型，难以捕捉到复杂的隐

性利益关联，如未公开的家族信托关系、间接持股链条或非正式的商业联盟。一旦遇到非常规的利益冲

突形态，算法可能出现“盲点”，导致冲突识别不全面。更值得警惕的是，过度依赖 AI 检索可能削弱律

师的主动审查意识，当算法未能发出预警时，潜在的伦理风险便会悄然累积，不仅可能损害当事人的合

法权益，还会对整个律师行业的公信力造成冲击。 

2.3. 勤勉尽责标准 

勤勉尽责是律师职业的基本伦理要求，它要求律师具备专业胜任能力，并以合理的谨慎和技能处

理法律事务。美国《律师职业行为示范规则》第 1.1 条将“保持专业(competence)”明确列为律师义务

2。这一标准的伦理意义在于确保客户获得高质量的法律服务，维护法律职业的专业性和公信力。传统

上，勤勉尽责是律师职业伦理的基石，具体体现在多个关键层面。对法律知识的掌握，要求律师持续深

耕法律条文、司法解释与司法判例，敏锐捕捉立法动向，及时更新知识储备，确保在法律论证中精准引

用条文。 
然而，随着 AI 技术在法律行业的广泛应用，从合同审查、法律检索到案件预测，AI 逐渐渗透法律

实践的各个环节，律师是否具备理解和合理运用 AI 工具的能力，已然成为衡量其是否履行勤勉尽责义务

的全新维度。一方面，AI 工具虽能大幅提升工作效率，但其存在数据偏差、算法黑箱等问题。若律师盲

目依赖 AI 生成的分析结果，不加以独立思考和专业验证，可能会遗漏关键法律风险，给出错误的法律建

议。另一方面，律师还需掌握 AI 工具的运行逻辑，能够根据案件实际需求准确设置检索条件、解读分析

报告，才能充分发挥 AI 的辅助作用。这意味着新时代的律师不仅要精研法律专业，更要跨越技术鸿沟，

在法律与 AI 的融合中，重新定义勤勉尽责的标准。 

 
2Model Rules of Pro. Conduct r. 1.19(Am. Bar Ass’n 2023). 
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3. 数字时代的新内涵 

3.1. 数据隐私保护边界 

在人工智能时代，律师的保密义务已从传统的信息保密扩展至数据隐私保护的新领域。随着 AI 法律

系统对客户数据的收集、存储和分析，律师不仅需要保护客户的秘密信息，还需确保数据处理符合隐私

保护法规。欧盟《通用数据保护条例》(GDPR)要求数据控制者采取适当技术和组织措施保护个人数据 3，

这一要求同样适用于使用 AI 技术的律师和律所。数据隐私保护的伦理边界在于平衡技术应用与个人权

利。在借助 AI 系统分析客户社交媒体数据为法律策略提供有力支撑的进程中，由于其对法律策略意义重

大，律师肩负着重大且不容推卸的责任。律师必须谨慎行事，严格把关，一方面要保证这一数据使用行

为完全契合客户的合理预期，让客户清晰知晓数据用途，确保客户对数据使用有充分的知情权；另一方

面更要全方位保障不侵犯客户隐私权，坚决杜绝任何侵犯客户隐私权的情况发生，切实维护客户的合法

权益。 

3.2. 算法透明度要求 

算法透明度成为数字时代律师伦理的新要求，它要求律师在使用 AI 工具时，应当了解并能够向客户

解释算法的基本原理和决策过程。美国律师协会在 2023 年通过的一项决议中强调，律师有义务确保 AI
法律产品的透明度，避免“黑箱”操作损害客户权益 4。算法透明度的伦理价值在于维护客户的知情权和

自主决策权。当 AI 系统生成法律建议时，客户有权了解该建议的形成依据和潜在局限性，从而做出明智

的决策。缺乏透明度的算法应用可能导致律师对 AI 的过度依赖，甚至放弃专业判断，这与律师应当独立

承担责任的伦理要求相悖。 

3.3. 技术能力作为新的职业要求 

随着 AI 技术在法律领域的深入应用，掌握必要的技术知识和技能已成为律师履行勤勉尽责义务的内

在要求。传统的律师服务业是一个“以人为本”的行业，服务主体和服务对象都是以人类为主体。当人

工智能技术在律师服务中主导一些简单案件的解决时，会形成服务主体的多元化现象，传统律师业的服

务关系格局随之发生改变。传统的律师服务业是一个“以人为本”的行业，服务主体和服务对象都是以

人类为主体。当人工智能技术在律师服务中主导一些简单案件的解决时，会形成服务主体的多元化现象，

传统律师业的服务关系格局随之发生改变。 
随着人工智能的切入，法律服务市场的供求信息会更加透明，各项市场要素会更加高速地流动起来。

当明码标价的在线法律服务产品出现在市场上时，律师行业的运作过程、收费标准、盈利模式等将不得

不更加开放和透明，各项市场要素会更加高速地流动起来。当明码标价的在线法律服务产品出现在市场

上时，律师行业的运作过程、收费标准、盈利模式等将不得不更加开放和透明，其中饱受非议的按时收

费制度也有可能会被迅速瓦解。 

4. AI 法律应用带来的具体挑战 

4.1. 主体性危机 

4.1.1. 法律决策权归属问题 
人工智能的发展使得法律决策权的归属变得模糊，引发了人类律师与算法之间的权力重构。当 AI 系

 
3《通用数据保护条例》(GDPR)第 32 条第 1 款。 
4American Bar Association, Resolution 604, Adopted by the House of Delegates (Feb. 5-6, 2023). 
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统如 ROSS 能够独立处理破产案件并给出法律建议时，传统上由律师垄断的法律决策权面临分流的风险。

这种分流引发了深刻的伦理思考即法律决策的本质是否允许由非人类主体承担，另外律师在人工智能时

代应当如何定位自己的决策角色。从伦理视角看，法律决策不仅涉及技术判断，更蕴含着价值权衡和伦

理考量，而这正是人类律师的核心优势所在。有学者在分析辩护律师伦理模式转型时指出，律师的本质

在于维护委托人利益，这一过程需要情感共鸣和价值判断，而非单纯的技术推理[3]。因此，AI 技术应当

定位于辅助工具，而非决策主体，律师必须保持对法律决策的最终控制权，这是维护职业伦理的必然要

求。 

4.1.2. 责任划分困境 
AI 法律应用中的责任划分困境是主体性危机的另一个表现。当 AI 系统提供的法律建议出现错误并

导致客户损失时，责任应当由谁承担：是开发算法的技术人员、提供 AI 服务的律所，还是使用该系统的

律师？这一问题尚未有明确的伦理和法律答案。从伦理视角审视，责任划分的关键要点在于保障问责机

制具备完整性与公平性。在人工智能法律系统相关研究中，有学者提出，应构建“人–机系统”的责任

分配模式，清晰界定不同主体在 AI 法律应用场景下的责任边界[4]。这一理念为破解责任困境提供了极

具价值的伦理导向，意味着技术开发者、服务提供者以及律师需依据自身角色定位和过错程度来分担相

应责任，进而有效规避责任真空状态的出现。 
从法理层面深入分析，这一责任归属问题本质上涉及侵权责任归责原则的适用选择。过错责任原则

下，律师的责任认定核心在于其是否履行了合理的审慎注意义务即律师在使用 AI 工具前，是否对工具的

资质、算法可靠性、数据来源合法性进行了必要核查；在使用过程中，是否对 AI 输出结果进行了专业复

核与交叉验证；在出现异常提示时，是否及时采取了替代方案或风险预警措施。若律师已全面履行上述

义务，仍因 AI 系统不可预见的技术缺陷导致错误，可认定为无过错，依法减轻或免除责任；反之，若律

师盲目信赖 AI 工具，未履行基本审查义务，直接将 AI 输出结果作为法律意见提供给客户，则应认定为

存在过错，需承担相应赔偿责任。 

4.2. 程序正义冲击 

4.2.1. 算法偏见对平等代理的不利影响 
在人工智能深度融入法律领域时，算法偏见可能对程序正义构成重大阻碍。机器学习模型依赖训练

数据，若数据本身存在系统性偏差，算法可能将其放大并输出非中立或有偏差的 AI 法律建议。“法律面

前人人平等”要求司法裁判不应受不当因素影响，而算法偏差可能导致 AI 法律工具输出不一致的建议，

这不仅违背法律追求的公正原则，也可能影响律师履行其提供专业、客观的代理服务的职责，进而可能

削弱公众对司法体系的信任。 
面对算法偏见挑战，律师作为关键衔接者，需承担技术审查重任。律师在使用 AI 法律工具时，律师

在使用 AI 工具时应当对训练数据的代表性和算法的公平性进行审慎评估，必要时寻求专业的技术审查，

以确保代理活动的公正性。 

4.2.2. 黑箱操作与正当程序原则的冲突 
当法律人工智能过度依赖裁判文书的数据时，我们需要追问的是：裁判文书就一定是没有偏差的可

靠样本吗？比如在中国，法院审判委员会上的讨论和意见、政治压力和社会舆论对审判的影响、法官对

案件的真实推理过程等，都是无法全面地体现在裁判文书中的。在这种情况下，以现有裁判文书为基础

建立起来的数据模型只能作为参考，而不能作为最终的运算依据。 
另一方面，正当程序要求法律决策过程具有可解释性和可审查性，而深度学习算法的复杂性使得其
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决策过程难以被人类理解，形成“算法黑箱”。这种黑箱操作可能导致律师无法向客户充分解释法律建

议的形成依据，也使得对方当事人和裁判者难以对 AI 辅助的法律主张进行有效质疑。日本学者佐藤博史

在讨论辩护律师伦理时指出，律师有义务确保法律程序的透明性和可参与性，这是维护当事人诉讼权利

的基础[5]。为调和黑箱操作与正当程序的冲突，律师在使用 AI 工具时应当优先选择具有可解释性的算

法模型，并建立内部审查机制，对 AI 输出的法律建议进行人工复核。此外，律师还应当向客户明确说明

AI 工具的局限性，避免过度依赖算法而忽视专业判断。 

4.3. 关系重构挑战 

4.3.1. 人机协作中的保密漏洞 
随着人工智能深度融入法律服务领域，传统律师与客户间的协作范式正经历深刻变革。在此过程中，

数据安全与保密问题成为行业新挑战，尤其当律师借助第三方 AI 平台处理客户信息时，数据流转的各个

环节都潜藏着泄密隐患。 
从法律伦理视角审视，律师肩负着维护客户信息安全的重大责任，在人机协同作业场景下，这种责

任更需强化落实。一方面，律师在遴选 AI 服务供应商时，必须审慎评估其数据防护体系的完备性与可靠

性；另一方面，在实际应用中，应通过严格的数据访问权限管理与加密技术，构建坚实的信息安全屏障。

此外，律师还需秉持透明原则，就 AI 应用中可能存在的保密风险与客户展开充分沟通，确保客户在充分

知情的基础上，作出理性的授权决策。 

4.3.2. 客户信任机制的重建 
人工智能技术的深度应用正在重塑律师与客户之间的传统信任机制。在数字化转型的背景下，客户

往往因对 AI 技术原理的认知不足以及对算法公正性的合理担忧，可能产生对法律服务质量的信任危机。

这种信任危机主要体现在技术认知的不对称性、决策过程的透明度缺失以及责任主体的模糊化三个方面。 
正如德国著名法学家罗科信教授在论述辩护律师职业定位时曾精辟指出：“律师应当是客户权利最

坚定的守护者”。这一职业定位在 AI 时代具有特殊价值：当技术工具可能带来异化风险时，律师更应坚

守“客户利益至上”的职业伦理，通过专业判断来平衡技术效率与个案正义，使 AI 真正成为实现客户权

益的助力而非障碍。这种人文关怀与技术理性的有机结合，正是重建律师和客户信任关系的关键所在。 

4.4. 市场竞争伦理 

4.4.1. 技术垄断导致的服务不平等 
人工智能技术的研发和应用需要大量资金和技术投入，这可能导致大型律所凭借技术优势形成垄断，

加剧法律服务市场的不平等。小型律所和独立执业律师可能因无力承担 AI 系统的高昂成本而被边缘化，

从而影响法律服务的可及性。从法律职业伦理的角度看，这种技术垄断违背了法律职业的公共服务属性。

美国律师协会在其报告中指出，应当采取措施确保 AI 技术在法律领域的公平分配，避免技术优势转化为

垄断地位。具体措施可包括建立政府资助的 AI 法律工具共享平台、对小型律所提供技术补贴等，以促进

法律服务的均等化。 

4.4.2. 自动化服务对法律援助公益性的稀释 
人工智能的自动化特性使得批量处理简单法律事务成为可能，这虽然提高了效率，但也可能导致法

律援助的公益性被稀释。当 AI 系统替代律师处理大量法律援助案件时，服务的个性化和情感支持可能被

忽视，从而影响援助质量。英国学者理查德·萨斯坎德在研究法律人工智能时警告，技术应用不应以牺

牲法律服务的人文关怀为代价[6]。为维护法律援助的公益性，律师在使用 AI 工具时应当保持对受援人

的情感关注，确保自动化服务不损害援助对象的尊严和权利。此外，应当明确 AI 工具在法律援助中的应
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用边界，对于复杂或涉及重大权益的案件，仍应由人类律师主导处理。 

5. 伦理重构路径 

5.1. 规范层面 

随着 AI 技术在法律领域的广泛应用，律师职业行为准则亟待更新以满足新的伦理需求。我国现行

《律师执业行为规范》于 2017 年修订，虽已涵盖信息技术应用的一般性原则，但尚未对 AI 技术的伦理

要求作出具体规定。基于此我国《律师执业行为规范》可以借鉴美国律师协会 2022 年发布的《智能合同

时代的法律伦理》报告，对其中的相关问题进行修订。例如律师在使用 AI 系统为客户提供法律服务时，

应向客户明确说明 AI 工具的角色、功能以及其局限性，并确保客户在充分知情的基础上给予同意。这一

要求旨在保障客户对服务过程的知情权，确保其能够对 AI 辅助法律服务做出自主决策。 
另外，律师有责任定期审查所使用 AI 系统的算法公平性与数据安全性。具体而言，律师需确保 AI

系统在数据收集、处理和应用过程中不存在歧视性或偏见性结果，并保障客户数据的保密性与完整性。

通过算法审查，律师能够监督 AI 技术的应用是否符合伦理与法律要求，从而维护法律服务的公正性和可

靠性。 
在 AI 辅助法律服务中，律师应明确自身作为法律服务提供者的最终责任，不得因技术应用而推卸职

业责任。律师需对 AI 系统的输出结果进行独立判断与验证，并在必要时对 AI 的建议进行修正或补充。

明确责任划分有助于强化律师的职业责任感，确保法律服务的质量与专业性。 

5.2. 法律教育层面 

 在数字技术深刻重塑法律实践的背景下，法学教育也需构建融合科技伦理的课程体系，以培养适应

数字时代的复合型法治人才。一方面，可以在法律教育中设置法律与人工智能基础课程，该课程通过阐

释 AI 技术原理及其法律应用场景，帮助学生建立技术与法律交叉认知框架。另一方面，该课程在具体的

设置上可以聚焦 AI 时代的职业伦理重构，通过典型案例分析培养学生应对算法决策等新挑战的伦理判断

能力；此外，“技术实务训练”课程采用项目式教学，让学生在智能合约审查等模拟场景中掌握 AI 工具

操作技能，同时结合《数据安全法》等规范开展技术伦理审查实践。通过上述课程体系的设置，从而助

力学生在投身律师行业时，能够更从容、更高效地适应数字时代下律师职业的变革与发展。 

5.3. 建立律所内部技术伦理审查机制 

为了保障律师在职业发展中能够妥善应对人工智能技术带来的伦理挑战，律师事务所内部也应该应

当构建一套完善的内部技术伦理审查机制，并将其作为律师持续职业发展的重要支撑。律师事务所要有

计划地定期组织律师参加人工智能技术和伦理方面的培训课程。随着人工智能技术的飞速发展，通过持

续培训，能让律师及时掌握最新技术动态，确保其技术能力不断更新和提升。针对人工智能在法律实践

应用中出现的各类伦理案例，律师事务所应定期组织律师开展研讨活动。在研讨过程中，律师们可以分

享观点、交流经验，从而增强对伦理问题的敏锐洞察力，提高解决实际伦理问题的能力。 
此外，律师事务所可以设立专门的技术伦理咨询岗位，或者成立技术伦理咨询委员会。当律师在人

工智能应用过程中遇到伦理难题时，能够及时向这些专业机构或人员寻求帮助，获得专业的意见和建议。 

6. 总结 

人工智能技术的迅猛发展正在深刻重塑法律职业的伦理格局，既带来前所未有的机遇，也引发诸多

挑战。这种伦理重构并非对传统价值的否定，而是在数字时代背景下对法律职业伦理的拓展与深化。要

实现技术进步与伦理价值的平衡，需要多管齐下。在制度层面推动伦理规范更新，在技术层面探索创新
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应用，在教育层面强化伦理能力培养，在监管层面完善机制设计，从而构建适应数字文明的法律职业伦

理体系。 
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